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INTERCONNECTIVITY OF HEALTH INFORMATION
EXCHANGES USING PATIENT ACCESS NUMBER (PAN)

Hill, Dalvin
Du Fresne, Lionel J.
Holder, lan
Samudio,Ryan
Nallavadla Sujana
South University Austin

ABSTRACT: There has been a paradigm shift in the capturing and storage of medical
records. Initially, they were stored in a papased format, but as time progresses, most
medical facilities have migrated to using an electronic format. Both formats of storing
medcal records create a silo of patient data and limit the expedience of information
sharing. There is a dire need for raale availability of medical records, but this siloed
approach dampens the horizon of sharing records. Various medical providgratiesds,

and each provider creates a trail of information. Patient information sharing can be very
beneficial and is a critical component in delivering continuous care. Health Information
Exchanges (HIES) are a possible solution to the siloed approawhdifal recordsand
fosters information sharing among the various enrolled medical providers. HIEs can aid in
a more effective capturing, storing and sharing of patient information. However, there is
lack of a consistent design across HIEs: there arangalgyouts and designs across
organizations, which present barriers for the interconnectivity and ultimately the sharing
of medical records. This paper proposes a solution to enhance the interconnectivity of HIES
using a Patient Access Number (PAN).

INTRODUCTION

According to the United States Census Bureau, as of July 2013 there were around
316 million people residing in the United States (United States Census Bureau, 2014). The
number of people per state ranges from 580 thousand to 39 million (\Stékxs Census
Bureau, 2014)With this growing populatiormedical facilities need tmaintain accurate
records whilgroviding excellent healthcar€hese providers are also catering to the needs
of more patients, which ultimately creates more documentabout diagnoses and
medical information.

For centuries, medical facilities in thénited States (U.SHave kept papevased

records of patientbés medical i nformati on.

over and continue to evolve. EHRs condate patient information, such as diagnoses,
medications, and test results in an electronic format (The American College of
Obstetricians and Gynecologists, 2010). This allows providers to deliver more effective
healthcare (The American College of Obstetims and Gynecologists, 2010). However, a

problem presents itself because patients see different medical providers for various reasons:

out-of-town sickness, injuriegjrgent care, among others. Each facility stores its own
records and these are now sdodhis siloed approach of storing patient information

A

prevents medical providers froseeing the holisticview f a pati ent 6s medi

7

c
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Consequently, Health Information Exchanges (HIEs) are established to facilitate the
central i z atrecords. lbIEs prpvade timely dare i emergency situations and
canpotentiallyprol ong oneos HIEsfmakes plehiaislyunsceesslie data
available, resulting in the availability of more complete clinical information. Thisdcoul
improve the quity of healtlcare for the patient (Vest, 2009, p. 223).

PAPER BASED RECORDS(PBRS)

Since the 19200s, physicians have realiz
visits and history would provide a tremendous valubégphysician as well as the patient
themselves (Van Fleet, 2010). Once createss@Paper Based Records (PBRs) are stored
withinthe provides 6 f aci |l ity. The problem with this a
to have their medical records transferred to or shared with aedhitfaglity, the requestor
hasto fill out a request form and wait a surmountable amount of time (Samsum Clinic,
2014). According to the Health Insurance Portability and Accountability Act (HIPAA),
patients are entitled to receive medical records within 30 dfaysceipt of the request
(Robert Wood Johnson Foundation, 2012). Some drawbacks of traditional PBRs are
misplaced records, illegible handwriting, and slowness of information retrieval and
transmission (Pourasghar, Malekafzali, Sabine, & Fors, 2008, p. 446

ELECTRONIC HEALTH RE CORDS (EHRS) AND ELECTRONIC MEDICAL
RECORDS (EMRS)

Over the last severdecades, medical facilities uB#IRs to store patient records
(Hoerbst, Ammenwerth, 2010). An EHR is alectronic collection dfiealth information
about indvidual patients (Gunter, Terry, @8). Generally medical recorasonsist of
Adaily charting, medi cation administration,
nursing, care plan, referral, present complaint (e.g. symptoms), past medical history,
lifestyle, physical examination, diagnoses, tests, procedures, treatment, medication,
di schar ge, hi story, di ari es, probl ems, find
Nykanen, 2009).

EMRs are focused on the medical symptoms and issues of a patienthathtre
psychological aspectsAs a resultEMRs and EHRsre used interchangeablytaitigh
EHRs are far more tdepth about describing the patient. EMRs typically have difficulty
traversing outside of the organization that created the record, so imaithey are not
much of an improvement over traditional PBRs (Garrett, Seidman, 2011). For the sake of
this paper we will be using both of these terms interchangeably.

HEALTH INFORMATION E XCHANGES (HIES)

As technology continues to evolve in eféincy and reliability, the benefits of
sharing information electronically becomes more evident. For instance, in the field of
healthcare, data about a patient was previously shared between healthcare professionals via
fax, telephone, or courier (Hill, 281 pg. 13). With current technology, this infornoeti
can be linked to a patient using the electronic recoatiods healthcare professionals can
interact with the patient and provide care based on the data contained within the record.

8
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Figure 1 (CA. GOVn.d.) illustrates how an HIE operatesev@ral providers are shown
with the ability to read and/or write to a single sourtiee HIE. This is important, because
a providercan retrievehe data written by others.

The implementation of HIEs presents sevd®enefits to both healthcare providers
and the patients they treat (Pevnick et al, 2009, pg. 604). For instance, without the use of
an HIE, a healthcare provider must sometimes make decisions without a complete
knowl edge of t he pund Cleicandase ofnhe dhelief tois puts the K g r o
pat i e nhemgat rislke While increasing time spent by the medical staff to obtain the
patientds medical hi story (Vest, 2008, pg.
col |l ect ed espoaskseotite palceived enefits of participating in an HIE. One
benefit multiple organizations agreed upibe utilization of an HIE could reduce the
redundancy of duplicate testing (Pevnick et al., 2012).

LABS

PHARMACIES /‘“"\(ﬂ
YA PRIMARY CARE

4
\e:

LONG TERM CARE l\w\‘\:"},« EMS

SPECIALISTS

PUBLIC HEALTH

HOSPITALS

Figure 1: Health Information Exchange (CA.Gov, n.d.)

Besides benefitting caregivers, there soagvidence that consumexgpport the
application of HIEs. In a study of 117 individuals, 76% of the participants supported the
sharing of medical records between healthcare gsairals, and®0% of the group
believed that HIEgreates better communication between a patient and his or her doctor
(Patel et al., 2012, pg 1046). With a positive patient outlook, HIEs present an interesting
opportunity for medical providers to consider. For instameedical providers that show
an early interest in developing HIEs might appeal more to patights desire the
implementation of this technology. Four sample HIEs from around the U.S. will be
discussed in this paper: Centex Systems Support Services (GS8&gado Regional
Health Information Organization (CORHIO), Inland Empire Health Information Exchange
(IEHIE), and Idaho Health Data Exchange (IHDE).
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CENTEX SYSTEMS SUPPCRT SERVICES (CSSS)

CSSS is a noprofit HIE based in Austin, Texas that provides medical record
storage and retrievaervices forAustin and14 counties in the Houston area (About
Centex, 2012). As 2012 the organization has a wdorce of 47 employegdNew Centex,
2012).CSSS has more than 10@dical health provideras a part of its network and this
number continues to grow. These healthcare providers agppesximately 1.5 millia
health records via the CSS netw¢8amuels, 2014).

INLAND EMPIRE HEALTH INFORMATION EXCHANGE (IEHIE)

Located inRiverside, California, IEHIE has health records for more than 5 million
patients living in the Riverside, San Bernardino, and other California counties (Inland
Empire Health Information Exchange, 201%here are different levels of membership,
each havig their set requirements. To join with a level 1 membership, this &0.00
per year, but the medical provider has no voting rights. For Level 2 -anoadéee can be
paid and is dependent on the amount of doctors as well as the amount of hospital bed
(Membership and Participation, 2014).

COLORADO REGIONAL HE ALTH INFORMATION ORG ANIZATION (CORHIO)

CORHIO is based in Denver, Colorado, and is a nonprofit business with more than
50 connected medical providers (CORHIO, 20E8ch ofmedical providers hatdifferent
EHR vendors and as a result CORIHO must work closely with them to allow each system
be able to communicate between each another (Bowman, 2014). To help build CORHIO,
substantial grants of $10 million were given by The Colorado Health Foundatibn
ARRA HITECH. After these grants have been depleted, CORHIO will make use of a fee
based subscription model (About CORHIO, 2014).

IDAHO HEALTH DATA EX CHANGE (IHDE)

Started in Boise, Idaho in 2010, IHDE has grawserve parts dflaho along with
partsof Eastern Washington and Eastern Oregon (History of IHDE, 2014; Get Connected,
2014). The number of patient records that were referenced duriBg\@&lapproximately
3.7 million, which was 20% more than the previous year (Utilization records, 2014).
During August and September of 2014, more than 1 million dscerere referenced
meaninghere is still potential growth for this HIE (Utilization records, 2014).

CURRENT STATE OF HEALTH INFORMATION SHAR ING

AThere i s growi ng adshalirgpatientdatadhcantpotentiallyh a n g i

reduce mortality and even reduce costo
sharing information is critical in healthcare. Improving access teexisting patient
information could improve the quality, s&feand efficiency of care that can be delivered
(Finnel & Owerhage, 2010, p. 222). This can alsduce the timeframe of treating a patient.
If a patient goes to a different hospftiddan his or her regular provigethe medical history

10

( Mi

n
I



ASBBS eJournal; Voll11, No. 1;Summer 20%

is siloed tatheir original treatment facility. This could cause a hindraondde treatment
of the patient at a different hospital.

PBRs have long been an issue. Dr. Emile Rwamasirabo, a urologist at King Faisal
Hospital, Rwanda says A poagkealongtimk to dealevithr di n g s
because one nurse or doctor could spend hours treating one patient along with searching
for the pat i-Bagedd ssDigital heglical Redorayy 2014). Badety and
security of PBRslsoposesssues (Medical Daces & Surgical Technology Week, 2005).

Gradually, PBRs have been transformed into EMRs/EHRs. Although PBRs have
transformed into an electronic format, there are issues associated with the transition. With
the sensitivity of medical records, people tglly have significant concerns regarding the
privacy of EMRs (Hwang, Han, Kuo, & Liu, 2012, pp. 37&3.

Figure 2 illustrates how different medical providers and their facilities silo their
patientso informati on f r onfapatiehtelecidggstogotd der s .
a different facility,asthe newproviderwill not be able toretrievet he pati ent sdé hi
(unless the patieftirings their medical records themselveédternatively, a request could
be made to have the medical records senfax or courier, whichdelays the delivery of
car e. Exchanges in patientsd health infor me
the use of HIEs hold the promise of quality improvements for healthcare organizations
(Vest, 2009).

Patients’ Records
Silo

Urgent Care Hoszpital 2

Figure 2: TheLocal Silo Effect
OUTLOOK OF HIES AND INTERCONNECTIVITY

Considering the pace at which technology is changing, and the numerous benefits
of using HIEs, the outlook for HIEs is rather promising. For example, in 2009, the U.S.
Government passed The Healthoimhation Technology for Economic and Clinical Health
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Act (HITECH) (Miller, 2014, pg. 4). This act provided $19 Billion in incentives for the
healthcare community to promote the adoption of EMRs in a manner that fulfilled the
standards of meaningful useessentially using technological standards that allow for the
exchange of patient information (Miller, 2014, pg. 4). Due to these incentives, recent data
from reporting healthcare providers shows an upward trend in use of ReEislts from a
published studyin the medical journaHealth Affairsshowed an increase of 61
operational system use from organizations that reported back to the study from 2010 to
2011 (AdlerMilstein, Bates, & Jha, 2013, pg. 1488). While the outlook for HIE
implementation is brigt, there are several key challenges that will need to be addressed
before HIEs can be fully interconnected throughout the U.S. These considerations will be
covered in detaihn the accompanying sectians

To obtain the maximum benefit from implenting HIEs, individual HIEs need to
be interconnected. For systems to be interoperdata must be ekx@anged by the different
systemsThen and only then camedical providers can retrieve pertinent data about their
patients. In the field of healthcarBye Healthcare Information and Management Systems
Soci ety ( HI MSS) , defines t his as, Adi ffere
communicate, exchange data, and use the information that has been exchanged. Data
exchange schema and standards should ipemtata to be shared across
cliniciansépharmacy, and patient regardl ess
(HIMSS, 2014). While HIEs are currently in usiee interoperability of these systems face
multiple challenges that need to be addressed. hatlenges are the technical constraints
between different vendors, chosen key structures for the patient data, addressing the
redundancy in information, and the standardizmhpgealthcare terms.

Possibly one of the greatest challenges to reaching jpaeability of HIEs is the
merging of data and utilization of different database schemas and platforms across HIE
vendors (Bhansali & Gupta, 2014, pg. 31). One study compared the average query time of
Oracle, dBXML, Xndice, and eXist databases100 recods. The range of time was quite
small, with a difference of 0.415 seconds from the quickest to slowest times; conversely,
in a search of 5,000 records, the range grows substantially to 9.412 seconds (De et al.,
2012, pg. 921). Tableshows the completesalts ofthe study. Considering the substantial
number of files that would need to bploaded and sharethily, the correct equipment
configuration is critical to manage thousands of queries, provide optimal speed, and ensure
security concerns are met.

Number of records Average Query Time Average Query Time Average Query Time Average Query Time
Omcle 10g (5) dBXML () Xindice (s) cXBt (5)

100 0.065 0226 0476 0.061
BO0 0.069 1 696 1879 0,066
1000 0.074 2.121 2541 0.072

000 0.377 E6lT 9789 0.299

Table 1: Query time comparison between different databases (De et al., 2012, pg. 921)

Another concern of connecting HIEs is the interoperability of different systems that
define information differently (Dobalian, 2012, pg. 938). For instance, a private practice
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may assign patient numbers starting at number 1 (and then incrementallyp Wwhslpital

may use social security numbers or other unique identifiers for patient records. This could
lead to informatiorinked to the wrong patientif her e i s an overl ap of 0
across HIEs. To confront and implement sharing of rectimagigh HIES, this must be
addressed and standardized (Dobalian, 2012, pg. 938). Equally important to defining
standardized keys for the databases is the standardization of how medical information is
entered into the systems. For example, different playsavill use different medical terms

to explain the same ailment (Liu, 2007, pg. 17). With this variance, an interconnected
system would need to accommodate each of these considerations when returning results to
a single query. To effectively develop atm that is efficient and viable, a unified system

will need to be implemented.

A study was done in two New Mexico emergency departments, before and after an
HIE was installed. The results showed that the rate of redundant atagdiesting dropped
from 37% to 7% (Parsons, Gunter, Kroth, Fillmore, 2012). This amount significantly
reduces the amount of unnecaysusage of hospital resourc@fe amount of time that a
patient has to waits alsoreduced, and this can potentially increase the speed that th
medica professionals can diagnoseiasue. This can be attributed to the fact that an HIE
would be able to display the results of a lab that was recently done, and prevents the patient

from having to undergo the same test. Issues with the accuraeytofipe nt 6 s I nf or me
could occur from theirate of birth being entered incorrecthsulting in the creation of a
separate record thus compromising the integr

for patient the medital histor of timetpatignt hetosn@s compromised
(Just, Fabian, Webb, Hjort, 2009)/ith more attention to patient identificatiotmis can
make regional and eventually national HEesnectivity more feasibl@ust, et al, 2009).

Organizations will have to find aay to consolidate data that has been created for
a patient and to delete the duplicate record. For instance, if a patient was part of an HIE in
city A, and then moves to city Bvhere the HIE is differen), this would result in the
creation of a new health recordirifthe future these two HIEs were to be connedteste
would be two records for the same patiemtess there was a system in place to merge
duplicate patient information. It is the respoiilgip of the healthcare provider to catch
these redundancies.

Standards for all HIEs across the U.S. need to be developed includimgue
naming system as well as having a specific transmission format to avoid errors when
attempting to utilize the pati¢ records from one HIE to another (Just, et al, 2009).
Redundancy is a necessity for an HIE to fungtlmrt having duplicate records counter
productive.The impact of avoiding repeat testing throughout the U.S. could result in 80
billion dollars a yeabeing saved ohealthcareosts (Just, et al, 2009). With redundancy
backupsystems in place, the HIE is always accessible should an issue arigesvatithod
that is used to retrievaformation from the HIEResearch was conducted to examine what
a few HIEs are doing to achieve regional/limited interconnectivity.

Due to the wide variety of HIEs in the U.S., each HIE has its own method for connecting

a patient to a record. For instance, the Indiana Health Information Exchange (IHIE), shares
information through the Docs4Daocs service. Within the Docs4Docs service, medical providers
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share information in two ways; either pushing the data to another provider, or by using a search
function of records sent in the last two years. When conducting a searctidot gcords, medical
providers search by patientds name, report type,
or by specifying specific dates (Il ndiana Health
state designated HIE HealthinfoNet &asched slightly different, by using the facility MRN, last

name and date of birth, or first and last name (HealthinfoNet, 2014).

The Great Lakes Health Connectl(BC) is the result of a merger of two different
organizations: Michigan Health Connect ane@ tBreat Lakes Health Information Exchange
(GLHIE) (Michigan Heah Information Network, nd). GLB is one of the providers that fall
underneath the Michigan Health Infornmm Network (MiHIN). With this combinationthe
exchange allows for secure exchandeower 5 million records (Michigan Health Information
Network, nd). In this exchange MiHIN provides services through the Health Information Services
Cloud (HISC), which allows for sharing of information across the entire state of Michigan
(Michigan HealtHnformation Network, nd). This network does not as&tional patient identifier.
Instead they use patient information, such as name, social security number and address (Michigan
Health Information Network, nd).

PROPOSED SOLUTION

As ear |l y abe Federal Gdvérrimeri Began encouraging the medical
industry to digitize patientsod PBRs to EHRs
practice, the next logical step is to find a way to share the information between providers
through the implementatioof HIES. Unfortunately, the government has relied heavily on
the private sector to develop and define the standards of health information technology
instead of regulating the growth (Blumenthal, 2011, pg. 2430). Allowing the private sector
to establishts own set of policies and guidelines has led to different HAltR varying
implementation standardand format of operation. However, the recent passing of the
Affordable Care Act provides an opportunity for the Federal Government to control
standardizaon of health information technology arah opportunityto move toward
interoperability of HIEs.

One major obstacle toward interoperability of HIEs is defining a standard for
identifying patients within thenterconnectedystems. A viable option thatfaorked in
other countries is the development of a unique identification code for each citizen. For
example, Taiwanese citizens are each given an identification number that is printed on their
National Health Insurance cards (Huang, Tseng, Chang, Pamu& 2010, pg. 30). In
|l taly, data registers were created that wused
the system (Barbarito, 2012). Under the new Affordable Care Act, the U.S. is requiring
each citizen to obtain medical insurance. This gmessan opportunity to issue a unigue
identification number to each citizen in the U.S.

The proposed number displayed in Figure 3, referred to as the Patient Access
Number (PAN), will comprise of two identifying codes concatenated together to create a
unjue 11 digit number. The first two digits
the initial request for a PAN occurred. Each state code corresponds to the year the state
received statehood as shown in Table(nited States Census Bureau, 201Bhis
convention allowshe addition of ay new state or territy to the U.S.(to be easily
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integrated with a coding system that sequentially gyowke subsequent nine unique digit
portion isauto generated by a central database each time the datagasged for a new
patientidentifier. With nine digits utilized, the potential number combinations would
amount to 999,999,999 per state, making it highly unlikely that any state would ever
exhaust all of its uniqgue number combinations.

Unique 9 digit code auto
generated bv database

]
12 345678901
o

State Code

Figure 3: Sample PAN

State Codes

Code State Code State Code State

01 Delaware 18 Louisiana 35 West Virginia
oz Pennsylvania 19 Indiana 36 Mevada

03 Mew lersey 20 Mississippi 37 Mebraska

04 Georgia 21 linais 3B Colorado

05 Connecticut 22 Alabama 39 Morth Dakota
06 Massachusetts 23 Maine 40 South Dakota
o7 Maryland 24 Missouri 41 Montana

08 South Carolina 25 Arkansas 42 Washington
09 Mew Hampshire 26 Michigan 43 Idahao

10 Virginia 27 Florida 44 Wyoming

11 Mew York 28 Texas 45 Utah

12 Morth Carolina 29 lowa 46 Oklahoma

13 Rhode Izland 30 Wisconsin a7 Mew Mexico
14 Vermaont 31 California 48 Arizona

15 Kentucky 32 Minnesota 49 Alaska

16 Tennessee 33 Oregon 50 Hawaii

17 Chio 34 Kansas 51 Washington D.C.

Table 2: State Codes (United States Census Bureau, 2012)

For the PAN implementation to work, severattgyns will need to be updated. The
proposal is thatvery number will be generatdxy a database housed at the Department of
Health and Huran Services (HHS). HHS will manage the database to enforce data
integrity so that no person can receive a duplicate number from his @nsueance
provider. Table 3hows what the database will be comprisedithough not exhaustive
Each PANrecordin the database will have information associated wigu@h as SSN,
name, address and insurance code. In order for the insurance providers to login to the
database, they will need to request a unique login from HHS. Once the login is received,
the insuwance providers catihenrequest PANs for their customers. Once the request is
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made by the insurance providand is approvedhe PAN is transmitted back. When the
insurance providers receive the PAN, it can now be printed on thénsavancecardof

the patient The insurace provider will now issuaew insurance cards to each customer
via mail. Adding the PAN to the card, the patient will simply need to present the card
during his or her next visit. When the medical provider receives this card,ffreaatthen
update the existing electronic records with the new unique PAN. This will allow for
patients data to be exchanged in conjunction with the unique PAN.

PAN v InsCode » SN~ DOB - Name ~ Address » Cty -~ State « Zip -
12-345678901 345 Fre 1/2/2000 JohnDoe 111 CircleDr. Raleigh NC 27699
01-987654321 422 FaE e 1/1/2000 JaneDoe ~ 222loneDr.  Wilmington  DE 19805

Table 3: ProposedDepartment of Health and Human Services PAN Database

In the UnitedStates there is a specific window of time when a person can obtain
health hsuranceknown as the Open Enrollment period. Esample healthcare coverage
starting in 2015 this period starts Novembeéf 2814 and ends February18015. These
dates may ltange from year to year (Important Marketplace deadlines, 20fL&n
individual changesinsurance provider and ha preexisting PANthe new insurance
provider must issue @ard with the same PAN. The reason for this is that the patient may
have changedhsurance provids but their PAN stays the samio retrieve a PAN that
has been lost a patient will need to contact HHS either through phone or email and provide
their SSNand other pertinent informatido prove their identity.

CONCLUSION AND SUGGESTION FOR FUTURE RESEARCH

Patients rely on medical facilities to provide them vetficient healthcare. They
need to be assured that when thejkwnto a facility,the medical staff can provide them
with the proper treatment they deser¥tlEs will help facilities provide that type of care
by having access to a holistic view of patient information. The adopitidEs will reduce
misinformation and minimize errors Irealthcare facilities. Allowing a patient to walk into
any hospital and receivengoing and emergency caeenot only beneficial to the patient
but to the medical providers as well.

In this paper we proposed the idea of introducing PANs that would be printed on
i nsurance <cards. These PANS woacihldecuntg associ
number i n t h etoihbiéSdata integaty. HIBsalateare not connected are no
better than PBRs in their inability &hare information in a timely manner (almost +eal
time). Withoutan HIE, a patient might have been treated with @ fatocedure. Finally,
this is why it is imperative that we have a nationwide HIE system in place to enable all
HIEs to be connected to facilitate information sharing.
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Once HIE interoperability is achieved, connection between the medical providers
and thepatient needs to be considered. One solution to explore is creating Personal Health
Records (PHRs). A PHR is a personal record t
progress, along with records from each of their healthcare providers (Stead, &elly,
Kolodner, 2005, pg. 114). In Italy, this implementatisralready in existenceith the
development of lifdong PHRs that depicts all medical activity for a patient. Withehes
records,patients can manage their own records, including who can atteass If an
emergency occurs, the record can be retrieved with a complete medical history for the
patient (Barbarito, 2012, pg. 737). PHRs provide even greater opportunity for medical care
in America that needs to be explored once HIE interoperalsilaycomplished

Additionaly, work need to be done in order to standardize the language that is
used in HIEs to enter information. Unified Medical Language Systems (UMLS) would be
able to solve this issue by beicrad alnlde hteaca | i uh
(Liu, 2007). The UMLS Metathesaurus would allow for various hames and relationships
between health related concepts to be displayed, thus solving the issue of information being
indecipherable to an individual who uses a different namiagdstrd. However, to
implement UMLS, all preexisting infrastructures in HIEs would have to be conformed to
this standardand thus starting from square one of interconnectivity and communication.
Further research woulteed to be done in order to determiintnere a better solution to
solve the naming convention issue as well as a standard language.
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APPLYIN G COMPUTER SOFTWARE IN RESEARCH

MISCONDUCT ANALYTICS
Hayen Roger L.
Central Michigan University
Laverty, Joseph P.
Robert Morris University

ABSTRACT

Research misconduct is a convoluted circumstance. There are coastituent
stakeholders, beside the author. The stakeholders bruttrfacetedforces to these
circumstanceswhich sewrely blur the lines among stakeholder expectaticef
plagiarism, if it actual exists, has no legal consequence and is one of the masit diffic
types of research misconduct to evalugteontrowersially. This research project examines

the application of computer software programs that produce analytics for assessing the
duplicate content of researstream works, which may be construed a-glelgiarism.
iThenticateandPlagiarismA Similarity Checkeareapplied in evaluating research works
where allegations of research misconduct occurred and did not occur. Analytic results
demonstrate the orte-one comparison d?lagiarismAprovides anore robusevaluation

than the on¢o-many comparison dfrhenticate The results reveal therens difference
between the instancegere allegations of research misconduct occurredraydid not

occur. Ths isimportant ast demonstratean underlyig difficulty in which allegations of
research misconduct are brought by various university stakeholders. Meticulous duplicate
content checking needs to be conducted prior to bring allegations of research misconduct.

INTRODUCTION

Research misconduct is raessy and complex situation. There are many different
stakeholdes that include but are not limited to, the author, the publisher, the publication

editor, the reviewers, professional academic organizations, other faculty members,
university administratins, organized labor representation, consultants, government
organizatios, federal laws, and software program providers. Each stakeholder has its
particular view of research misconduct.

There are more than3@00 0 act i ve ser i al01pwitbthairvasdus ons ( Ul
publication and review guidelines. A guideline is just that. It is general guidaids

not a law of publication. @idelines vary by publication andare open to diverse
interpretations by stakeholdersThis wide diversity affordsome stakeholdet® bring

charges and condudaivestigatios of research misconduct with extreme powers in the
interpretation and application of policies and guidelines. Whereas misuse of funds and
plagiarism are more straigbtivard research misconduct allegations, the fabrication of

data and selplagiarism are more difficult to assess. S@#fgiarism seems to be the most

difficult of these to determine. Of course, sgligiarism is seltontradictory and an

oxymoron. It s i mpossi ble for one to steal oneds o
manuals have mixed views of selagiarism. This assistsniversity administration
stakeholders reaching a finding of sefflagiarism which appears to be the@rfect storm

for taking disciplinary action against faculty. An investigating committee can play on this

22



ASBBS eJournal; Voll11, No. 1;Summer 20%

lack of definition and use broad unproven powers of determihi@gccurrenceof self
plagiarism

There are several different style guid@®A, 2001: APA, 2010MLA, 2008) containing

t hat publicati onods Vv questionablé incuding isefflagsrisnh h a t mi g
Some are specific to professional organizations while others are more general with various

levels of acceptances and application of these siyldes.i @ i disetlie key operative

word as they are onla recommendation of style and it is not an absolute law or
requirement for publicationldentifying selfplagiarism is often difficult because limited

re-use of material is accepted both legdhs fair use) and ethically (Samuelson, 1994).

Kelly McBride is a faculty member of The Pc
leading voices when it comes to media ethics. She reinforces #retation of
Samuelson, describifgo w, i | tb use the sanie @ata and its analysis in more than

one pub |Forahede reasons,&elagiarismappears as the most esoteric kind of
research misconduct that sets it apart from other generally accepted practice that
encompass research misconduct.

Similarity checling and duplicate content detection software has evolved to provide a
measurement atontentduplication or plagiarism in research papeExamples of this
software include Grammerly, iThenticate, Turinitin, PlagiarismA, and SafeAssign (a
component of the Blackboard course management softwdrggrestingly, duplicate
content isusuallyacceptable if it is appropriately referenced, but is unacceptable if it is not
Aappropr i at ehdys confedngedviem coatehbis from the samauthor.
Detection software programs do not distingui
that of other authors. Duplicate content detection software work in different ways. This
research effort considers and evaluates very different ways ofchecking diplicate
content with softwar@rograms. It provides one answer to the question of which type of
duplicate content checker appears to provide a stronger comparison between two subject
papers.

Researclstakeholdersnay ar gue t h atshoaldbea completerreiesence ta p

all of an authordéds prior wor ktheoesearalstrétampi ¢ s O
of that work. Other research authors may argue this is not necessary bestaksba@der
interested iwonkhsaobahoeéasi pyibook them up in
dat abases. Re f er e n cprablgmatic nnghatsit iknown aswedfr Kk i s a

citation (Clarke, 2009Martin, 2013. One could argue the author of a workhis single

best stakeholddgo determine which citations are required for the reader to understand the
research being presented. All of this confounds the views oplsgfarism. These
argumentshoweverare outside the scope of this researshthors do have an alternative

to individual referencing of all their prior works. This is to use a general citation to their
research stream with this r-streamrtepic]c Raw nAuUt
research data. o This referencing appears <co
Given differences inallegatiors, the key research question ishat is the ability of

duplicate content checking or similarly matching software programs to assist in
ascertaining and investigating actuaégttions of research miscondudif?e purpos here

is not to engage in the examination of these various perspediivaé the different

stakeholders Rather this research presents @daualyticson actual works where duplicate

checking software programs acdeployedin assessing the occurrence wsearch

misconduct through sefflagiarism. The research asunique analysibased on known
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cases of research misconduct allegatiwat are compared to known cases without any
allegations of research miscondudthis investigation presents (1yeview ofimportant
underlying laws, regulations, and conditipn®) an organization and selection of
duplication content checking software programs employed, and (3) the results of
comparing the application of two different types of software to evatudigct works of
allegations of research miscondudthis research is important because it establishes the
efficacy of software programs in situations of alleged research misconduct founded on
duplicate content checking.

BACKGROUND

Stakeholder malgave adifferent view of duplicate content checking of research papers or
works. A Googl e -psleaagricahr ifsbaboutips ealldin lhte (Google,
2014). This indicate clearly thatself-plagiarism is a topic included frequenthjthin
Internet wé pages and in which there appears to be considerable interest. On the other
hand, a search &Bl INFORM Global: 1923resentfor the past 20 years revealed only
four journal articles written iplBgghrsbmoo
This is an overwhelming indication that splagiarismis not a topic of concern among
research stakeholders, especially authors, journal editors, or reviewers.
Two of the mostly widely recognizedefining documentcome from a government
organizaton and federal law. These are from the U.S. Department of Health and Human
Services (DHHS) and the U.8opyright Law(USCL) (U.S. Copyright Office, 2011).
Within the U.S. Department of Health and Human Services, thenddtinstitutes of
Healthhas seforth its requirements through tiederal Registef2005) as the Code of
Federal Regulations (CFR), Title 42, Part 50 and Part 93, also referenced as CFR 42, Part
93. A more detailed foundation for research misconduct comes frose plodicies that
most universities follow. Te policies usually include the prerequisites that must be
followed to meet the requirements for funded projects from the National Institutes of
Health (NIH) and the National Science Foundation (NSF).
CFR 42, Part 93 provides rmore detailed descriptive definition relative to duplicate
content. The core of this detatinanates from two paragraphs whichasdollows:
§93.103 Research misconduct.
Researchmisconductmeandabrication,falsification,or plagiarism
in proposing performing,or reviewingresearchor in reporting
researchiesults.
(a) Fabricationis makingup dataor resultsandrecordingor
reportingthem.
(b) Falsificationis manipulatingresearchmaterials gquipmentor
processeqyr changingor omitting dataor resultssuchthat the
researclhs notaccuratelyepresentedh the researchecord.
(c) Plagiarismis the appropriationof anothempersoiis ideas,
processegesultsor wordswithout giving appropriatecredit.
(d) Researcimisconductdoesnotincludehonestrror ordifferences
of opinion.

8§93.104 Requirements for findings of research misconduct.
A finding of researchmisconductmadeunderthis partrequires
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thao
(a) Therebe a significantdeparturdrom acceptegracticesof the
relevantresearclfcommunity;and
(b) The misconducbe committed intentionallyknowingly, or
recklessly;and
(c) The allegationbe provenby a preponderancef the evidence.

From this code or policy of the DHHS, there are two points that are most importaat
evaluation of duplicate content checking software programs. These are plagiarism and a
significant departure from accepted practices of the relevant research community. The
software programs focus only on the duplicate content checking or siynildhey leave
the determination of the accepted praztic the users of this software and ultimately the
stakeholder of research publicationelf$lagiarism is not a concern of DHH&hich
increasestakeholdeconfusion. Whereas, the DHHS and profesal organizations fail
to set forth measures of the departure from expected practices.
The USCL provides information from which two important definisane framed. These
are descriptions of a work or research paper or article and of an original Wiek.
definitions are as follows:
AWork 6 meansa material object, such as a manuscript, from which its content can
be read or visually perceived. Und#8CL, t he fAsame wor ko means
of a work. The author, as the copyright owner, has the exeltight to reproduce
the work as an exact copy. Rights are extended to the copyright owner to create
derivative works
AOriginal work 0 meanghe work (USCL) was done by a particular person and this
indicates the work wasot done by someone else. Tpapers of this investigation
werenot produced by someone else.
The DHHS definition of plagiarism and its relationship to the USCL has been expanded by
various stakeholders to include splagiarism. First, it is impossible for authors to steal
ormisusoneds own wor k. cle8rm assignidgpwnerdhip of dlie@ty i s
work. Only if the creating author has assigned the copyright to anotherhaesaychange
in ownership of that specific presentation ocedrThird, selfcitation is a prolem when
authors cite their own worlend becomes a delicate balance in research citatinsth,
an author may create a number of different versions of a research work and store them in a
readable form, including computer files. Under the USCL eattiest is a different work.
It is uncertain of the extent to which all these versions need to be cited, or the manner in
which they should be citedlhis research effort sets out to specifically examine the use of
duplicate content checking software apglto situations of selblagiarism.

FRAMEWORK

The framework for duplicate content checking encompasses the procedures used by the
software programs. The software is evaluatglizimg a generally accepted matching
method and two different approaches ¢onducting a comparisorf.ext string matching

is the primary manner in which computer prograearch foduplicate content to compare

a subject paper to one or more other papers.L&enshtein Method Match (Wikipedia,
2014), also known as the Levenshtein Distance, is a fundanaentajenerally accepted

text matching procedure This is not merely a count of the same number of words
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appearing in the papers under considerationinvolves much longer and more complex

text strings. Authors unfamiliar with text stringomparisons may incorrecthelieve that

text strings comparisons involve the count of individuatching words within papers.
Duplicate content checking or plagiaristmecking software programs can be divided into

two different categories of orte-many (1:M) and orn¢o-one (1:1). With 1:M, the
software programs compare a single research paper to a large and dynamic database of
papers. With 1:1, the software programeepresent a steaebfate and repeatable
comparison. iThenticate(2014) is a leading software program that performs a 1:M
comparison. ThélagiarismA Similarity Checkef2014)is a leading software program

that carries out a 1:1 comparison. As leadinglidate contentchecking programs, they

are the ones applied in this research investigation.

A direct, 1:1 comparison is more robust than comparing a subject paper to a large database
of literally millions of papers and Internet contenCollberg andKobourov (2005)
recommend a 1:1 comparison as a future direction for duplicate content checking that is
now implemented with thé°lagiarismA Similarity Checker For the two different
similarity checkers, this is a direct comparis@hagiarismA versus anoreindirect large
repository searchThenticatd. These limitation differences need to be considered in the
interpretation of their analytics.

METHOD

A group of 21 research papers or workessimvestigated. The topic of each of these papers
was relag¢d to one or more other papers as resestrelam paper@Hayen, 2014) The

least number was a set of two papers with the most being a set of four papers. This presents
20 pairs of related papers. The papers in each set are identified by the sam#hiletter

the individual paper within the set is numbered. For examplés @@ third papein set

G. Thscodng preserves authaonfidentiaity. It is expected that some similarity would
exist among the papers in a research stream bastapiorrelaionship. None of the
papers in a set contained a reference to another paper in the set. This established the
condition that selplagiarism may have occurred within the paper §be dataof this

study include actual known instances of allegationgséarch misconducted. It helps to
answer the question of whether duplicate content checking computer sabsistan the
identification of research misconduct related to resegtrelam papers.nkightis provided

into the abilities of university admistrators or other stakeholder to approphatietect
research misconduct.

Each individual paper was processed withenticateto obtain a similarity value using its
database and similarity matching algorithm. Limits were set to include only text strings of
more that fifteen words. If the 1:M comparison returned the same paper, then that entry
was removed from th&henticatecomparison. A confounding problem witthenticate

is the publication of a paper in both hardcopy and online forng&ish amatch with the
subject papewasexcluded from the duplicate content comparison.

The other analysis of the duplicate content parson of papers from the reseastfeam

set is conducted using tiRagiarismA Similarity CheckerThis does a 1:1 match of two
subject paperss apairwise comparison. When there are more than two papers in a
researckstream set, then the papers @epared pairwise for all pair combinatsin the

set. PlagiarismAperforms adirect comparison with the textual content apaperpair.

There isa single comparative valug.henticateperforms a 1:M comparison of one paper
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with its huge publication dabase. This produces a single value for each paper. For each
paper pair evaluated with tRéagiarismA theiriThenticatevalues are averaged to provide

a single measure fromhenticate This provides a method for comparing the pair of papers
from PlagiarismAwith theiThenticateresults for that same pair of papers.

RESULTS

Figure 1 displays the results obtained with the 1:M content checking performed using
iThenticate The circled observatigrare those for which a known allegation of research
miscanduct occurred. It is notable that a patterimbenticatevalues does appear in these
results. For observation H3 and H4, these ilbinenticatevalues appear to indicate these
papers are not included in thighenticatedatabase. This is reflective thfe limitation of
iThenticaten that content checking occurs only with the items included inTthenticate
database. The results for G1 indicate there is a large amount of similar content with other
items in that database.

100% 1 iThenticate Similarity
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90% |- —

80%

70% © . @

60% @
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Figure 1. Comparativeesults with iThenticate Plagiarism Software

Content checking usin@lagiarismAis shown in Figure2. These are the pairwise
comparisons for the papers in each set. The 1:1 comparison displays less variation than
the 1:Mcomparisons from iThenticate. For example, the set A papers exhibit duplicate
content values greater than 60% when the comparison is td likaticatedatabase,
whereas when paper Al is compared directly to paper A2 the duplicate content drops to
50%. This can be explained as the overall extent of publication of the topic of the papers
in set A. That isiThenticatetends to indicate this is a topic on which a number of papers
have been published, whereas the direct comparison indicates there aderebiesi
differences between those two papers. It is interesting to observe the paper pair G3 and
G4 were selected for an allegation of research misconduct, while another paper pair of G1
and G4 with a much larger similarity value was not. This begingit® a question
concerning the manner in which papers are selected for allegations of research misconduct.
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It appears such selection is made using a different criteria than similarity or duplicate

content. And, duplicate content is the basis for plasgraas set forth by the USCL.
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Figure 2. Comparative results with PlagiarismA Similarity Checker

There appears to be differences between the duplicate content checking of these two
software programs for the paired sets of research papers. A-pamguison of the

means of th@lagiarismA (X = 51.8%) ad iThenticate( X = 36.7%) &milarity values for
0.

all the papers in the study indicate they are not eqwal(tt ue =

016,

Consideringhese mean$lagiarismAappears to yield a stronger evaluation of the
similarity between a pair of papers under evaluation. This is an indicator the preferred
method for conduatg duplicate content checking for the similarity of two papers is the

application ofPlagiarismA

U

Comparison of the means of the Alleged and Not Alleged groups for the papers in the study

using thePlagiarismA (X aieged= 50.9%, X notalleged= 52.3%)andiThenticate( X alieged=

34.5%, X notalleged= 35.7%) amilaritiesfor each computer softwapeogramindicatesthere
is no difference in the means of the Alleged and Not Alleged groups of papatadt
y 0.

PlagiarismA= 0.845; tvalueiThenticatee 0. 918, U =

05) .

Wi

t h

means, this denotes the papers alleged to be similar and subject to research misconduct
appear to beelected randomly. hbse papers with alleged research misconduce wer
selected based on some other condition or criteria tle@nattual content similarity.
Does acasual similarity between unrelated papers within the same general discifgdine?

this a limitation withPlagiarism/? This is tested byomparisos of papes in sets A, B,

D, F, G, and J. Here J1 is established as a paper from a different discipline that was used

specifically for this testing. Results of the individual pairwise comparisons are shown in

Table 1. Thisis used to determine the casual simtyildrat occurs among unrelated works
in different research streams. There may be an expectation such comparison would have
absolutely no similarity. The table results show there is an average casual similarity of

6.68%. This is an expected outcome esearch works often follow similar outlines and

approaches to writing research papers.
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Table 1. Casual Similarity

Paper Pair Similarity Paper Pair Similarity
AlvD1 7% JlivB1 9%
Alv D2 9% JlvB2 5%
F1vG3 7% J1vF1 6%
F3vG3 7%

All stakeholders, and especially those bring allegations of research misconduct, need to be
familiar with results afforded by duplicate content checking software. This is an absolute
requirement as the use of this software is recommended to faculty bseqaantly
deployed by university stakeholders as they engage in nondiscriminatory investigations of
allegations of research misconduct.

SUMMARY AND CONCLUSION

Research misconduct is a miliceted circumstance that touches a diversity of
stakeholders.Regulations and policies emanate in differeapproaches by stakeholders

that include the NIH, USCL, and professional organizations. Of the vaaigpects of
research mi-scagidacit s ma s i $ &sselse It imaceeptabld hothf i c ul t
legally and ethically. Stakeholders, especially university administrationk potentially

deploy seHlplagiarism as aontrivance to discipline faculty members. Those stakeholders
investigating allegations of research misconduct have -weidging andundefined
practices they can manipulate to justify any outcome they desire. The results of this
research investigation demonstratitirere is a statically significant difference in the
similarity of research papers evaluated with 1:M software versusofiase. The 1:1
software provides a higher level obntentsimilarity detection. Clearly, additional
research on duplicate content checking software programs, the results produced by those
programs, and the accepted practices of the relevant resdaoiblite need to be
performed to establish the efficacy of these aspects of research misconduct including self
plagiarism.
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Mount Saint Vincent University

ABSTRACT
The consequences of poor eating behaviors can impact, not only the overall health of
individuals, but it can negatively impact government and organizatowsis. Healthy
eating behaviours are influenced by personal, behaviour, and environmental factors, and
have been investigated through many theoretical frameworks. In this study, expectancy
theory was explored as a tool to understand healthy eating tnmtvan the context of
consumer behaviour. Based on the expectancy theory, six hypotheses were created and
tested using a survey conducted at two universities. A total of 188 students completed the
survey which included questions on eating behaviors,itiomtrknowledge and self
efficacy for healthy eatingAn expectancy theory model based on the resulting scores was
analyzed througPartial Least Square regression. The six hypotheses were confirmed by
the analysis and the null hypotheses were rejectbid. ifdicates that Healthy Eating
Behaviour can be positively impacted by various interventions dealing with knowledge and
seffef fi cacy (Expectancy), enhancing student s
health (Instrumentality), and encouraging arg®in values to believe in the importance
of having a healthy eating lifestyle (Valence). Therefore, expectancy theory has a role to
play in explaining healthy eating consumer behaviour and promoting health among
university students.
INTRODUCTION
Good nutrition is critical to maintain health for people of all ages. Nova Scotia (NS) is on
the front lines of a battle against obesity, a condition that is affecting North Americans
from coast to coast. Healthy eating could contribute to a healthier populatoeased
guality of life and reduced health care costs. Health related organizations and government
departments are engaged in promoting health and wellness.
University students are often living on their own for the first time. They may be eating in
unn versity dormitories, or sharing meals wit
apartments. Are university students living a healthy eating lifestyle, and if not, how can
they be motivated to do so?
The purpose of this paper was to better understand how university students approach
healthy eating, and how best to motivate them to pursue a healthy lifestyle. First, nutrition
knowledge, eating habits, sa@fficacy and perceived importance of eatingitious meals
were evaluated for a sample of university students living in Halifax, NS, then the
expectancy theory was explored as a tool to better understand healthy eating motivations
in the context of consumer behaviour.
INFLUENCES ON CONSUMER HEALTHY EATING BEHAVIORS
Rising rates of obesity and nutrition related chronic diseases in western societies have been
contributing to an economic burden for health care at government, organization and family
levels (World Health Organization (WHO), 2009). Worlde; it has been reported that
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51% of strokes and 45% of heart disease are caused by high blood pressure which in turn
is impacted by overweight and obesity and consumption of excess salt and processed foods
(WHO, 2009). Also worldwide, the WHO (2009), iesated that more than a billion people
were overweight (Body Mass I ndex (BMI) 025)
(BMI 030) and that the rates were expected to
In high income countries, while tobacco use was reported to be the leading cdesthof
(17.9%) and disabilitnadjusted life years (DALY; 10.7%), the combined totals from high
blood pressure, overweight and obesity, high blood sugar, high cholesterol and low
vegetable and fruit intake were identified as causes of 40.5% of deatha 2#dd? DALY

(WHO, 2009). This indicates that is is imperative to improve healthy eating
behaviors.There is also evidence that poor eating behaviors can lead to reduced resistance
to infection, poor mental and overall malaise (Qi, Phillips and Hopmars,; Bi/le and
LaRose, 2009; Edelstein and Sarlin, 2009; Gibney, LarANam, Cassidy and Vorster,
2009). This, in turn, leads to decreased productivity due to sick time and diminished
performance.

The cost to governments and organizations for all thesstimegutcomes of poor eating
behaviors is significant. For example, in Canada, the combined direct and indirect costs of
obesity was reported to be over $4.6 billion, diabetes $11.7 billion and heart disease over
$20.9 billion (Public Health Agency of Cada, 2011; Canadian Diabetes Association,
2010; Public Health Agency of Canada abdnadian Institute for Health Information
2011). In the United States, total health care expenditures were reported to be $2.7 trillion
(Centers for Disease Contraid Prerention (CDC), 2013) with chronic, mostly nutrition
related, diseases costing more than 75% of this total (CDC, 2009).

Therefore, governments and organizations have been investing resources to promote
healthy eating behaviors. For example national foadeg, child and school nutrition
standards and food product labeling are all government health promotion strategies. At the
organizational level there has been a growth in wellness programs intended to reduce
benefits costs, increase productivity and inwerthe overall health of employees (Burton,
2007;TougerDecker, O'SullivarMaillet, ByhamGray and Stoler, 2008)

University students are an important population group to target for promotion of healthy
eating behaviors because they are in transitiom tare by their families to independent
adulthood (Gores, 2008; Boyle and LaRose, 2009; Kim, Ahn, and No, 2012).
Establishment of healthy eating behaviors at this stage will likely lead to long term health
and reduced risk of developing obesity and otherition related diseases (Gores, 2008).

It is also expected that better nutrition and health status will also enable students to
maximize their performance and therefore their investment in their education. Therefore,
universities have a social resporildip to their students as well as their public funders to
support and promote healthy eating behaviors. The influencers on consumer healthy eating,
both external and internal, need to be well understood before effective health strategies can
be identifiedand implemented.

External and internal influencers of healthy eating and other health behaviors of university
students have been examined through the lens of a number of theoretical frameworks. The
common theme of these examinations is that the infersraf healthy eating are complex

and interrelated. However, understanding motivations and the underlying beliefs or
attitudes have been identified as key to influencing health behaviors (Lowe and Norman,
2013).
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The theory of planned behavior states thahaviors can be predicted by beliefs or
knowledge, attitudes and intentions (Ajzen, 2005). This theory has been shown to predict
about 44% of intention and 19% of the variance in health behaviors (McEachan, Conner,
Taylor and Lawton, 2011; Lowe and Norma&®013). This indicates that there may be
additional variables to be considered.

Building on the theory of planned behavior, social cognitive theory illustrates health
behavior within a dynamic framework in which a person is driven by internal personal
factors, behavioral patterns and environmental events (Bandura, 1986; 1999). When there
is interaction among all three of these factors it is known as reciprocal determinism
(Bandura, 1986, 1999; Savoca and Miller, 2001; Dewar, Lubans, Plotnikoff and Morgan,
2013). For example, social cognitive interventions have been found to be more effective
than just education based interventions in increasing fruit and vegetable consumption
(Kreausukon, Gellert, Lippke and Schwarzer, 2012). -&#&lfacy is an interngbersonal
factor of the soci al cognitive theory whioch
uptake and implementation of change (Bandura, 1986; 1999) and its role in outcome
expectation forms the expectanegiue theory (Vroom, 1964; Bandura, 1999).

The health belief model is often used to describe disease prevention and focuses on a
personbés belief on perceived susceptibility
Briefly, if a person believes that the benefits of taking actions to preveasdisatweigh

the perceived consequences than that person will take action to prevent the disease.
However, if a person views barriers to preventing the disease as too high then that person
is unlikely to make changes or modify behavior (Kim et al., 20h2)ne study examining

health behaviors in university students it was found that perceived benefits of healthy
eating, as well as perceived barriers to healthy eating both had significant effects on
behavioral intentions with a high perception of benedfitd a low perception of barriers
leading to positive intentions to eat healthy foods (Kim et al., 2012). One drawback of
using this model with youth and university students is that because of their age-and life
stage they may not perceive the ldegm mnsequences of obesity as severe enough to
outweigh the associated barriers to eating healthy resulting in no behavioral changes.
Central to these theoretical frameworks are the personal beliefs or expectations about how
well one can perform an activignd the value placed on the activity and its outcome.
Therefore this paper explores the application of expectancy theory to study healthy eating
motivations and behaviors. Expectancy theory and the related expectdneytheory

have been rigorously regebed and refined for over 80 years (Vroom, 1964; Lawler, 1971,
Eccles and Harold, 1991; Cox and Whaley, 2004; Gao, Lee and Harrison, 2008).
Expectancy theory forms the basis of much of the management literature related to
motivation in organizations.

According to expectancy theory, a personods
impacted by how they perceive their ability to perform the task and the reward for doing
so. Three perceptions or beliefs relevant to the theory are expectancy or tihéoextech

the person perceives their effort or performance as leading to the desired outcome;
instrumentality or the likelihood that performance will lead to a reward; and valence or the
perceived value of the reward (Johnson and Marshall, 2009). Tory tlegjuires that three
perceived conditions be met: effort leads to performance; performance leads to reward; and
reward is valued (Johnston and Marshall, 2009). Strength of belief is expressed by accuracy
and magnitude. A person must have an accuratepeon of the links for expectancy and
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instrumentality in order to be motivated; and the strength of the belief must be sufficiently
robust to compel them to act (Johnston and Marshall, 2009).
Healthy eating, making wise food choices and eating a mutsitand balanced diet, is the
desired outcome for people of all ages. If expectancy theory can be successfully applied to
motivate consumers to eat healthy they must also believe that doing so will lead to a desired
outcome (performance), and that the perfance will lead to a desired reward (good
health). The ability of consumers to gain health outcomes from their attempts to eat a
nutritious diet can be linked back to sefficacy: their confidence in their ability to follow
healthy eating behaviors. ke who believe that they can successfully source, prepare and
consume a nutritious diet will have higher levels of-séfitacy than those who do not
believe they are capable of doing so. Also, those who believe they can successfully
embrace a healthy &g lifestyle will only be motivated if the outcome of such activities
(good health) is valued by them. Do they seek good health outcomes? Do they value eating
a nutritious diet?
HYPOTHESES

If a person sees the link between effort and performance (expgiand they see the link
between performance and reward (instrumentality), and they also value a nutritious diet,
then they should be motivated and engaged in having a healthy eating lifestyle. Therefore,
based on expectancy theory, six hypothesesweree at ed t o test the the:«
encouraging a healthy lifestyle. The hypotheses reflect the basic tenets of expectancy
theory and they are designed to explore its fit to a healthy eating model, while also
providing insight into motivations to flolw a nutritious diet. The six hypotheses developed
for this study and based on expectancy theory included:
H1: Expectancy will influence Instrumentality for healthy eating.
H2: Instrumentality for healthy eating will influence the Valence associatédhedlthy
eating.
H3: The Valence for healthy eating will influence Healthy Eating Behaviour.
H4: Expectancy will influence the Valence for healthy eating.
H5: Expectancy will influence Healthy Eating Behaviour.
H6: Instrumentality for healthy eating will influence Healthy Eating Behaviour.
If the null hypotheses are rejected, expectancy theory could become a useful tool to
facilitate healthy eating behaviour among university students.

METHODOLOGY
The research as cleared by the university research ethics boards prior to data collection.
The questionnaire was face validated, tested and made available on Fluidsurveys.com. The
link to the questionnaire was distributed to students at two universities in Halifax, NS,
through university professors who had agreed to distribute the invitation to their students.
In return for questionnaire completion, students could voluntarily enter their names into a
draw for one of 15 amazon.ca gift cards.
In order to run PLS, a formige model must be created to be tested by the regression
procedure. The formative model (Figure 1) was created to measure the hypotheses based
on the scales used in the questionnaire.
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Figure 1. Hypotheses Formative Model

Instrumentality for
healthy eating

H1 HE

Expectancy for H2 HS Healthy Eating

healthy eating Behaviour

H4
H3

Valence for healthy
eating

Partial Least Square regressi@LS) was chosen as the most appropriate method with
which to evaluate the research model. PLS analysis does not rely on assumptions of
multivariate normatlistributions (HairBlack, Babin, Anderson and Tatha#906; Pirouz,

2006; Drenger, Hansjoerg andahh, 2008; Garson, 2008). Therefore, no data
transformations were done to supporttiehniqueTesting of the model required several
steps and iterations. First, a confirmatory factor analysis was completed to finalize the
additive scales used and to age that the data supported the underlying scale structures
(Hair et al., 2006Drenger et al., 2008; Garson, 2008). Following the confirmatory factor
analysis, scales were adjusted by deleting items with low factor loadings. The next step in
the analys was to test for scale reliability. A reliability analysis was completed for each
of the additive scales in the model. This step resulted in the inclusion in the research of
only thoseitemsthat added to the overall reliability of the scale as an additive measure
(Hair et al., 208; Drenger et al., 2008). Completion of the confirmatory factor analysis
and the reliability analysis purified the factors and ensured their unidimensionalittoprior
evaluating the model (Hair et al., Z)@renger et al., 2008).

Following the verification of reliable scalesPAS analysis was conducted. The initial
analysis provided feedback on the regression coefficients for the model. Data from the PLS
analysisalso provided information on overall model reliability. This analysis was then
followed by a bootstrap analysis to identify the significant relationships in the model and
to test the regression equations (Drenger et al., 2008). Finally, a blindfoldisivedygs
completed to determine the overall model fit (Drenger et al., 2008).

After the analyses were completed, the initial measurement modehvalasted to reflect
relationships in the model that were statistically significant and to best represent the
structural attributes of the model (Drenger et al., 2008; Garson, 2008; Hair et al., 2006;
Pirouz, 2006). The hypotheses were then evaluated badéd final model as determined

by the analyses. It should be noted that demographic data were run using data weights to
remove any inherent bias due to university distribution in the final sample. However, PLS
regression is not based on data weightsylteg in a case weight of 1 for each survey
response.

In order to measure the formative model two scales were created from the data collected in
the survey. To measuixpectancy, seléfficacy and student knowledge were combined
into a single additivecale. To measur@strumentality, student agreement with statements
describing healthy eating was combined into a single additive scale. Scale development
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included confirmatory factor analysis to ensure unidimensionality, followed by reliability
analysis or each scale. In addition, the descriptive scale statistics were also measured to
conduct a det ai | e d-effcacy knpvdedge, amdfunderlying dediefst s 6 s e
about what constituted healthy eating. Valence, the value that students plaestion
eating, was measured in a single scaled variable that asked students how important a
nutritious diet was to them. HealtEatingBehaviour, the desired outcome of the analysis,
was measured in a single scaled variable that ascertained whethestodeats currently
ate a nutritious diet.
Al | of the measures used in the analysis
knowl edge. The results were not tested and
However, withexpectancytheory it is the peptions of participants that are fundamental
to their willingness to exert the effort to obtain the desired performance.

RESULTS AND DISCUSSION
A total of 188 students completed the online questionnaire. Most of the students were
female (79%) and singl&9%). Nearly 18% were married or living with a partner. They
ranged in age from 17 to 55 years with an average age of 22 years.-iNiagigrcent
were fulktime university students. Nearly ott@rd were in their first year of university.
Thirty-eight pe&cent were in their second or third year of university study. Nearly 16%
were in their fourth year, and approximately 14% of students were in their fifth year or
more of university study. Most students were completing an arts degree (55%), followed
by science (20%) and business administration (9%). Nearly 10% identified their area of
study as professional studies without providing detailed informatibaut major
discipline. Approximately six percent of respondents were taking education degrees and
one perent were nutrition students. Given that only two of the students were studying
nutrition it is unlikely that their knowledge of healthy eating, which could greatly exceed
that of the typical university student, could bias the  study.
Seltefficacy was meased by first focusing on the confidence that students felt in their
ability to eat a nutritious diet both during, and outside of, the academic term. Students were
asked to rate their confidence on a fp@nt Likert scaleand atings rangg from 1) Very
high to 5) Very low with an average scale rating of 2.13 (SD=.88) for their confidence
outside of the academic term. Ratings for student confidence during the academic term was
less confidentranging from 1) Very high to 5) Very lowyith an average saalrating of
2.76 (SD=.99). The results revealed that typically the students felt confident in their ability
to eat a nutritious diet, but with less confidence during the academic term than outside of
the academic term. The differences in the average @od&ratings were statistically
significant (1(165)=8.591, p=.000). THewer level ofconfidence in ability to eat healthy
diets during the academic term is intrigui@gher researchers also identified sefficacy
as an important predictor of heajtkatingbehaviors of university students (Boyle and
LaRose, 2009; Yilmaz, 2014) boot differences, as identified in this studiyhe specific
issues impacting student confidence were outside of the scope of this research, but it is
possible that reciprota det er mi nants (Bandur a, 1986; 199
for the first time, or having to make intelligent food choices while being exposed to a broad
range of menu options, may confuse students.
Students were also asked to rate their own knowledigeitrition on a fivepoint Likert
scaleand atings ranged from 1) Very good to 4) Poor with an average scale rating of 2.13
(SD=.88). The results revealed that typically the students felt reasonably comfortable with
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their level of nutrition knowledge. t@&dent knowledge was not tested as part of this
research, but clearly they perceived themselves as being fairly knowleddfestimeld be

noted that Bhough nutrition education improves knowledge (Kolodinsky, Haesino,

Berlin et al., 2007; PoddeHosig, Anderson, et al., 2010; Ha and Caish, 2011); it

must be intertwined with other factqiSavoca and Miller, 200Kreausukoret al 2012)
Students were asked to indicate their agreementanligt of healthy eating statements by
rating each on a fivpoint Likert scale ranging from 1) Strongly agree to 5) Strongly
disagree Students had very high agreement ratings related to avoiding processed foods
(M=1.95, SD=.95), eating vegetables, whgttains, and milk daily (M=1.81, SD=.86), and
eating a variety of foods everyday (M=1.87, SD=.86). They had good ratings for avoiding
high salt, sugar, and fatty foods (M=2.03, SD=98), and choosing locally grown food
(M=2.26, SD=1.14). Students were askethey engaged in eating a healthy diet. Most
believed that they did so with an average rating of 2.17 (SD=.90) on thedineLikert
agreement scale. However, when they were asked if it was important to eat a healthy diet
their rating was neutral, a\aging 2.66 on the fivpoint Likert agreement scale (SD=1).
This indicates thgtist because students understand healthy eating principles, they may not
see the value in practicing the behavior. Similarly, Boyle and LaRose (2008) observed that
studentsnaynot take action to improve health if the need is not perceived.
To conduct the PLS analysis of the formative model created from the literature to test the
hypotheses, Valence was measured as the importance of eating a healthy diet.-The five
point agreemenscaled variable was used directly as aence measure in the model.
Also, the desired behaviour in the formative modégalthy Eating Behavior was
measured by using the fagoint scaled variable for currently engaging in eating a healthy
diet. However, in order to measutexpectancy andnstrumentality in the model, scales

had to be created from existing variables. The statistic¥ &ence andHealthyEating
Behaviour are summarized in Table 1.

Table 1. Valence and Healthy Eating Behaviour Meas@s

Variable Number  Min. Max. Mean Std. Dev

Valence (B3): 179 1 5 2.66 1.012

Importance of eating

a nutritious diet

Behavior (B9a): Eats 174 1 5 2.17 .898

a Healthy Diet

Scale: 1) Strongly Agree; 2) Agree; 3) Neutral; 4) Disagree; 5) Strongly Dis
The Expectancy scale, designed to capture the link between effort and performance, was
measured by creating an additive scale consi
ability to eat nutritious diet durtdeatg t he a
nutritious diet outside of the academic te
confirmatory factor analysis revealed that the three variables combined to measure as
single factor (unidimensionality) with robust factor scores (greater thamh teq®8), and
areliable scale rating of Cronbachodés al pha
reliability. The total variance explained in the factor analysis was 63%. The additive scale
ranged from 2 to 10, with the stronger score being 2. Theageescale total was 7.39
(SD=2.17). The scale measures are summarized in Table 2.
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Table 2. Confirmatory Factor Analysis and Expectancy Scale Reliability

Variable (indicator) Number Min. Max. Mean Std. Factor
Deviation  Loading

B12: Confidence outside 180 1 5 2.13 .88 .85

of academic term

B11: Confidence during 166 1 5 2.76 .99 .76

academic term

B2: Nutrition Knowledge 166 1 4 250 .81 73

(Selfrated)

Total Variance Explained 62.8%

Cronbachods .70

Expectancy Scale 166 2 10 7.39 2.17

Scale for Knowledge: 1) Very Good; 2) Good; 3) Moderate; 4) Poor; 5) Very Pool

Scale for Nutrition: 1) Very High; 2) High; 3) Moderate; 4) Low; 5) Very Low
A confirmatory factor analysis was compl ete
healthy ating to measure Instrumentality (the link between performance and reward). The
results revealed that of eight statements, five resulted in factor loadings robust enough to
be kept in the scale (.50 or higher). The five statements explained 48% of Hi®ran
the data and had a reliability measure of
ranged from 5 to 25, with the strongest score being 5. The average scale total was 9.94
(SD=3.31). The scale statistics are summarized in Table 3.

Table 3. Corfirmatory Factor Analysis and Instrumentality Scale Reliability

Variable (indicator) Number Min. Max. Mean Std. Factor
Deviation Loading

B8d: Avoid 180 1 5 1.95 .953 .80

Processed Foods

B8c: Avoiding high 181 1 5 2.03 .980 .80

salt, sugar, and fatt

foods

B8e: Choosing 181 1 5 226 1.137 71

locally grown foods

B8a: Eating 180 1 5 1.81 .857 .58

vegetables, whole

grains, and milk

daily

B8b: Eating a 181 1 5 1.87 .857 .52
variety of foods

everyday

Total Variance 47.9%
Explained

Cronbacho 72
Instrumentality 180 5 25 9.94 3.314

Scale

Scale: 1) Strongly Agree; 2) Agree; 3) Neutral; 4) Disagree; 5) Strc
Disagree
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PLS analysiswas conducted to test the formative modatl requirel three different
procedures. The first proceduiethe basic PLS analysis which results in a regression
analysis for all of the relationships in the model. Endogenous variables (those with other
variables flowing into them) result i’Ralues while the flows result in beta weights. The
PLS analysis also provides further tests of construct unidimensionality and convergent
validity. Following the PLS analysis a second analysis is conducted that measures the
statistical significance of theelationships in the model by using a bootstrap procedure.
This analysis used 199 resamples of the data to generaliges for the relationships in
the model from which statistical significance can be determined. The third and last analysis,
called a kihdfold analysis, provides measures by which to determine the discriminant
validity of the model.
A review of the cros#oadings of scales along each of the model constructs was completed
to ensure that the variables loaded more heavily on the consteyctvere supposed to
measure in the formative model, ensuring unidimensionality. The results showed that the
strongest loadings did load where they were expected to within the modsiruldtere of
variableloadings appears in Table 4.

Table 4. Crossloading Summary to Confirm Unidimensionality

Expectancy Healthy Instrumentality Valence

Eating

Behaviour
B11 Confidence durinc 0.8 0.58 0.26 0.33
academic term
B12 Confidence outsid¢ 0.83 0.45 0.2 0.37
of academic term
B2 Nutition Knowledge 0.72 0.3%6 0.06 0.47
B3 Importance of eatin¢ 0.49 0.50 0.29 1.00
nutritious diet
B8a Eat vegetables 0.16 0.20 0.61 0.21
whole grains and milk
B8b Eat a variety of 0.23 0.28 0.60 0.16
foods
B8c Avoid 0.14 0.27 0.76 0.23
salt/sugar/fatty foods
B8d Awoid processec 0.14 0.31 0.77 0.21
foods
B8e Eat bcalfoods 0.14 0.27 0.70 0.20
B9aEathealthy diet 0.59 1.00 0.3 0.50

Convergent validity was then examined by ensuring that all factor loadings, reliability, and
average variance extracted for each scale met the criteria for each test. The criteria were as
follows: factor loadings .50, reliability coefficients> .70, andaverage variance extracted

(AVE) > .50. All of these criteria were met by the model except for average variance
extracted by the Expectancy scale, with .48. This is very close to tHodf ait.50, but it

was a weaker measure. The results of this anaysisummarized in Table 5.
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Table 5: Construct Reliability and Convergent Validity

AV  Composit R- Cronbaclk Communalit Redundanc
E e squar s Alpha y y
Reliability e

Expectancy  0.63 0.83 - 0.70 0.62 -

Healthy Eating 1.00 1.00 0.46 1.00 1.00 0.33

Behaviour

Instrumentalit 0.48 0.82 0.05 0.72 0.48 0.02

y

Valence 1.00 1.00 0.27 1.00 1.00 0.23

The final step in determining the appropriateness of the model was to determine the

discriminant validity for each of the model constructs using multiple mea@Rigson,

2007). Measures includeR? for endogeneous variables (inner circle of the formative

model). In addition, two additional measures, Forhalicker and Ston&eisser (&) were

used for remaining variables in the model. The Foilomitker measuresquires that the

averagevarianceextracted (AVE) be greater than the highest squared correlation for each

construct. These criteria were met by the model. The results are summarized in Table 6.
Table 6: Evaluation of Model Discriminant Validity

AVE Highest Correlatior StoneGeisser @
Squared
Expectancy 0.62 0.35 0.26
Healthy Eating 1.00 0.25 0.43
Behaviour
Instrumentality 0.48 0.08 0.02
Valence 1.00 1.00 0.27

The six hypotheses were confirmed by the analysis and the null hypothesesjectesl.

The R was low for 1 out of 3 variables, withstrumentality having the lowest Bf .06.
However, the results fdtlealthy Eating Bhaviour and/alence were much stronger. The

R? for HealthyEating Behaviour was .46, which was sufficient to e&d the critical level

of .35 for a strong effect (power = P®RIso, the R for Valence was .27, which was strong
enough to exceed the level of .15 for medium effect (power = .99). The result was a
reasonably strong analysis.

This indicates thaHealthy Eating Behaviour can be positively impacted by various
interventions dealing with knowledge and sefficacy Ex pect ancy ), enhanci n¢
understanding of nutrition impacts on healths(rumentality), and encouraging a change

in values to believenithe importance of having a healthy eating lifes(yialence) Shifts

in any of these factors can enhance a healthy eating lifestyle. This analysis also indicates
that theexpectancytheory can be used to encourage a healthy eating lifestyle among
univesity students. Those who do not have a positive expectancy will not have strong
instrumentalities or valenceAs a result, they will not be motivated to pursue healthy
eating behaviour. ThellS Analysis of the Formative Research Model appears in Figure

2.
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Figure 2: Partial Least Squares Analysis of Formative Research Model
(*Significant at .05 level: ** Significant at .01 level)
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LIMITATIONS
As the sample for this research were from two NS universities, skewed to first and second
year students and mostly female, a limitation was? that the findings may not be
representative of all university students. A second limitation was? that the quaséonn
did not contain a construct to measure expectancy theory per se. However, the survey
measures were successful in creating the conceptual model for an expectancy analysis and
the results indicated the potential for the application of this classicetiwdframework
to influence healthy eating behaviors.

CONCLUSIONS
Expectancytheory has a role to play in explaining consumer behaviour for health
promotion among university studentss noted by Lowe and Norman (2013) there is a
need to focus on the derlying attitudinal constructs of health behaviors. While external
influencers are important, the findings from this study indicated that consumer healthy
eating promotions should focus on presenting healthy eating and its health outcomes as
realistic andvalued goals along with the knowledge and supports to achieve these goals.
The motivational constructs work in concert; as expectancy increases, so does
instrumentality and valence for the reward. And finally, as valence increases, so does the
behavior.
Recommendations for future research stemming from this study include exploration of why
s t u d e nédffisaby varieslby attendance at university, evaluation of specific consumer
healthy eating behavior promotions, and the application of the expec¢hawey to other
heath behaviors. Similar to Dewar et al (2012), who tested a tool to evaluate social
cognitive theory, development of a refined tool to assess healthy eating behavior within the
expectancy framework, and perhaps as a complement to theceagidive theory tool, is
suggested.
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Kachentawa, Kirati
National Institute of Developmeitdministration Thailand

ABSTRACT

Branded iphone apps have had varying degrees of success in appealing to the Millennial
demographic. Our research conclusions are based on literature review, textual analysis of
award winning apps, developeterviews, and discussion with two groups from the Thai
Generation Y demographic, and show that successful branded apps for iphone follow a 3
stage development strategy, express brand identity, and meet the needs and preferences of
the target audienc&he findings show that in app design, color and typeface are commonly
used to subtly express brand identity. Relevant messages delivered through an
experimental style were found to express brand personality. Technologies and features in
all three apps werdample enough to increase usability and prevent user confusion. The
development strategy can be divided into 3 stagespruduction, production and
evaluation. liis also found that Thai Generation Y have a strong demand for iPhone apps
that provide therwith useful content, serve their specific needs, and fit with their lifestyles.

It suggests that the brand officers shoul d
and expectations of design, features, and usage. Apps should be designed to ehgage wit
the consumer rather than simply selling products to them.

INTRODUCTION

With the rising usage of iPhone applications among the Thai Generation Y demographic,
branding officers have been tasked with maximizing the effectiveness of this new channel
According to Appling and Pappalardo (2014fPhone apps can be categorized as games,
lifestyle and health care, education and reference, multimedia and entertainment, finance
and productivity, and social networkingso called Generation Y or Millennials, those
consumers born between 1980 andtheel v 20006 s, are being targ
users and rely on digital applications to obtain most of their information including brand
information. In addition, Millennials possess increased purchasing power and are
considered vital to the global@momy(Tapscott, 2010Van Den Bergh & Behrer, 2013
Bangkok, the capital city of Thailand, as in many parts of the worthe@tion Y are

using applicatioeon mobilecommunication deviGn many aspects of their lives.

Like other marketers around the world, Marketers in Thailand are exploring this
opportunity to tap their branded content into these applicafives, 2009Lynn & Berger,
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2014). Communication scholars are also trying
usage; especially mobile smart phone applicatiagshese young users dedicate more and

more time to new media technolof®inDhim, Freeman, & Tresna, 2014Boonchutima

& Tang, 2014 Djamasbi, Siegel, & Tullis, 203@Paschou, Sakkopoulos, &sakalidis,

2013 Willnat & Aw, 2014). The branding officers have been searchingeftective use

of this new channel toptimizeengagemenwith their young consume(gvans & McKee,

201Q Gualtieri,2011).

There have been varying degrees of sucbgdsranding officersn communicating their

brand attributes and increasing the consumer
Frequently, an appso6 popul ar iddraple ihvassmerit been
(Gualtieri, 201). Among thefailed apps, some appstill managed to successfully
emphasizeheirbrand attributes and increasensumer engagemeittherefore, we aino

examine the communication tactics usedshgcessful branded iPhone appiscover

the branded iPhone appsvé®pment strategy and to examioginions towards branded

iPhone appamong Generation.Y

LITERATURE REVIEW

The current framework was created by reviewing academic literature on branding
(Bellman, Potter, TreleaveHassard, Robinson, & Varan, 2Q1liPhone apps
developmen{Ginsburg, 2010Wen, Chang, Lin, Liang, & Yang, 20L4&haracteristics of

Generation Y(Savage & Sara Savage, 2Q¥hAn Den Bergh & Behrer, 20),3and theuses

and gratification theorfHui-Yi & Ling-Yin, 201Q Lin, Fang, & Hsu, 2014

Bellman et al. (2011fpund that the effect of applications is significargsociated witk

positive persuasive impact T h a't i's to say, an appo6s effec
increa®d interest in the branénd the brand's product categomiowever, increased

consumer interest does not always lead to consumer action. wi¥ea large increase in

the favorabilityof brand attitudemong consumers, often there was orgynall effecton

a possibly corresponding purchase intenBetiman et al. (20113howsthat purchase

intention is most heavily influenced towards consumer action by an apps utilization of an
informative communication style. His research proved that apps asimgformational

style were able to boost purchase intentomparedo apps tht ug an experiential style.

Ginsburg (2010)proposed that development of iPhone apps begins with research, user
analysis, and competition analysis. Developers then need to assess and use the resulting

data for conceptualizing and creating the app. In this stage, the activities include
brainstormingcreating a prototype, and performing a usability concept test. The following

stage is to refine the concept and, of course, actual design of the user interface. At this
point, t he visual design is ai medudsers. attrac
Ginsburg (2010plso emphasized the partance of optimal integration of brands and

advertising in the app. Brand expression can be found through naming, trademarks, and

even the user experiend@yaltieri, 2011) The app should fit with t
is to say, the user can access useful locdiased content witfast response times as users

are on the go. Content should be personal i ze
In addition, given that many users have multiple devices, content from branded apps should

not be limited by platform incompatibility.
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Van Den Bergh and Behrer (2013luggest that Millennials pay more attention to
themselves and become cynical towards commercial messages. As a result, Millennials
view friends as their most trusted source of infdrama There is a premium placed on
authenticity so brand communicators must ensure that all product claims can be perceived
as honest and valid by the target audience. Because Generation Y consumers are still in the
process of identity formation, brandskéaon extra significance and meaning. Brand
identities become intimately corSavagetinedd t o t
Sara Savage (201lhave found that the symbolic meaning of crdtuproducts is
interpreted as part of the users identity. Millenials prefer brands that embody and
exemplify happiness as this age group is not overly serious or concerned with negative
events like wars or famine. Gamification can also be used as atimgrtaol to engage

these young consumers where the interplay of content and user occurs by design
(Feldmann, 2005Wen et al., 2014

Hui-Yi and Ling-Yin (2010)discovered thatie main motiveof Generation Y app useis

Arel axi ng andGame and enteitamigentsapps wesesused more than one
hour per day on average. Accordingly, wuser
a personal assistant nor its ability to provide-teaé information, as many had predicted.

The findings are consistent witlin et al. (20149 &ndingswhere entertainment is one of

the primaryfactors drivingt he par t i c i .Jsendrasifidaticen pnol matiges ayee

not influenced by gender and income level; however, age, education levels, and occupation
are demographic markers where differences are indicated. Specifically, younger consumers
and/or students express higher motivation and gratification compared tgojphugation
groups(Hui-Yi & Ling-Yin, 2010.

METHODOLOGY

To meet the research objectives, we divide the research into three parts, including textual
analysis, irdepth interview, and focus group discussion.

Textual analysis was used to examine how successful apps express their brand identity.
The sample group consisted of awartning apps (Gold, Silver, and Bronze) from the
20112012Cannes Lions Inteational Fesval of Creativity in the interactive digital media
categories called Mobile Lions or Cyber Lions. Using that criteria we selected four branded
apps: Backseat @rivegGold, Mobile Lion in 2012)Heineked $Star Players

(Gold, Cyber Lions in 2011)Niked 3raining Club(Bronze, Cyber Lions in 2011and

Legod &ife of GeorggBronze, Mobile Lion in 2012). Award winners from this festival
were purposively selected because it has been attracting marketing communication
agencies from around the gloteeparticipate in annual competitions, and the jurors were

all distinguished professionals. The units of analysis for the textual analysis research are
the brand expression, content, and usability.

Semitstructured m-depth intervie® were used to gain inimation on iPhone app
development strategies. We interviewddtee experienced Thdiranded mobile app
developers, who were purposively selected. The inclusion criteria dictated that the
developers must be leaders in the development of at least ten bepmednterview
guestions aimed to clarify the differences between branded and general apps, branded app
development considerations, objectives, operation procedures, evaluation, and constraints,
then the responses were coded and interpreted by theclessar
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Two focusgroup discussionwere also conducted. The participants were born 1996
or aged 1831 (as of 2012), living in the Bangkok metropolitan area, and used more than
10 downloaded branded apps on iPhone. One group was composed of hifiess jio
private companies. The other was composed of 5 students. The rational of selection is that
these age groups are found to be heavy users and tend to have higher motive and
gratification than other age groufsui-Yi & Ling-Yin, 2010. The topics of discussion

ai med

at

garner.i

ng i

nf or mat i

on

using, and uninstalling particular apps. Attitudes and expectatioverd branded apps
were also discussed.

RESULTS

Textual analysis

Visual elementsuch ascolors, symbolstypefaces, products, and names were used to

or

express brand identity. However, col
Training Clubfeatured references to specific products.
Table 1 Brandexpression of successful iPhone applications
App elements Applications
Backseat Driver Life of George| Star Player Training Club
App Icon Color Color Color Color
Symbol
Navigation None None Color Color
Symbol Typeface
Product
Main screen Typeface Typeface Color Color
Name Symbol Typeface Typeface
Product Symbol Symbol
Name Product Product
Button None None Color Color
Symbol
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Similarity across these successful apps includes content relevancy to each\a aisb

found each app made use oflLifeioflGecegenacoutagede pl ay
users to share their brick constructions on social networking sites and allow others to
comment and pr ovi dé&tarfPlayerdllbwedukers tothat with ¢hkire n 6 s
friends, guess the results of games, or even in game features ligelaaftee kicks while

t he games wer eTragingi Alub allowed.users itokskagestheir exercise
achievements on social networking sites and also to participate in challenges to win special

gi ft s . Backseaobivea iyavided iPhone simuliains of the roads where users were

traveling. The target users were the kids using the app in the back seat. This was to make

the kids feel as if they are driving the car.

In respect to app styleNi k &mising Club used an informational style to give

instructions for exercises along with a product description. On the other hand, the other

three apps used awperientialstyle. The users could receive the message only by actively

i nteracti ng wi Batisedat brieeaydmshow fewr imagesagphdien the

car moved or the wusers Infe of &eorgduseesihave e vi ce s .
construct the bricks on plates and share the image of their creation with friends on social

net wor k si tes.StaAmayeftoget mdre pomts thesersthad to watch a

live game and make a correct prediction in time.

For us abi IBacksgat Driveasgditte antbedded geographic positioning system,

or GPS, of the iPhone to locate where the users were and provide them with relevant
content. The apps were designed to give fast responses and personalized content, including
appgenerated contentaswela cont ent from fri eStalBlayaf t he u
requiredreat i me responses from users and their fr
Training Clubprovided customized exercise programs and users get support from their

friends viasharingg s oci al net wo rlLikKa ohGeorgesharegtheimage Lego 6 s
on social networking sites allowed users to get responses from friends. We also found that
common technologies and features, rather than noveltidsgimmicks were utilized to

increag usabiliy and prevent confusion among users. Familiar technologies include
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simple navigation (buttons/menu bar), embedded GPS, camera, and sharing on social
networking sites.

Table 2 Characteristicef successful branded mobile apps

Brand expressio Cotent Usability
Color Relevant content Location
Symbol Interactive play Immediacy
Typeface Experiential(stiyhéng for Attitude) Intimacy
Product InformationalAstyleg fordhase intention)

Name

In-depth Interview

The Appdevelopment strategy can be divided into 3 sta¢l) Pre-production stage

includesfact finding througlclient need analysis, user analysi@mpetitor analysisand
brainstorming to develop a@pp concept propositionin this stage, it is important tha

objective setting bdbased ormnal ysi s of tnéea (2)tPeodugtientstager ou p 6 s
includes nterface desigroontent designtesting, aunching, and app promotion. This stage

aims to meet therget group seedswith a focus on accessibility andigue content. fie

developer team must allow enough time notonly@ p| e 6 s itd appreveanst or e
app but also for making necessary corrediaiter receiving feedback from all
stakeholdersLast but not least, (P ostproduction stage includesc@rds ofthe number

of downl oads, user s 0, andmpragmram guestioomairesvo dsgesst he ¢
the app performance in terms of increasing

Table 3 Stages of developing successful iPhone apps hadqtiotes from the key
informants
Stage Details Example of Quotes
Preproduction 9 Client need analysis We need to know the business objectives
{l Userneedanalysis  Everything we do needs @amswer to their
{ Competitor analysis marketing problems and reflect brand
1 Brainstorning for identity.
App concept
proposition Today, consumers atr
them to engage with brands. We need to
make the brands mobile.

We always start out by asking, what is the
core concept of the brand? Then, how we
are going to communicate the brand value
with the consumers?

We analyze marketing problems along wit
a consumer needs assessment and
competitor analysis. Then we brainstorm 1
solutions.
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Stage Details Example of Quotes
Production 1 Interface design To create content, we will stawith thinking
1 Content design of what we lack. @netimes clients can
1 App testing provide us with tat content. If not, we
1 App Launch create itourselves.
1 App promotion

After clients agree with what experience
they want to offer to their consumers, we
continue withdesigning.

As for testing, we test the apps before lett
the clients test them. We have to test ther
ourselves until we are sure that they work

Using offline media like radio spots and
magazines to promote the apps is still
essential. For online prontion, it is
uncommon for consumers to check out th

brandsd website. Pa
banners and advertorial blogger have to b
i ntegrated into the
Postproduction 9 Assessing the app We report @p downloadigures only if
from total campaign assessments require such data

downloads

engagement, ah We measure user/app interaction compar:

satisfaction. with other touch points. Basically, we
measure if more consumers use the app,
if yes, how many of them, and howich
time they spend on the app.

Most of the time we do not measure
usability, instead we measure interaction.

If we embed questionnaires in the app, we
will find a good opportunity to ask for their
responses.

Generation Y has strordemandfor brandedapps thatan serveher functional needs.
The apps must provide them with useful conteetve their specific nesdand fit with
their lifestyle. There clearly was a negative attitude towards branded apps thataimed
sell them products. Moreovehd applications must be ga®-use with a short feedback
time.

Table 4T h ai Generation YOos reasons for downl
apps on iPhone.
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Behaviors Reasons

Downloading Application
Free ofcharge
Attractive icon
Informative
screenshot
Well-written app
description
Unique Functions
Solve user
problems
Ma k e
easier
Enhance social
status and user
identity
Environment
9 Peer

recommendation
9 Positive reviews
9 Downloaddby

many other users

use

= = = = = = =4 =4

First jobb
Almost every day |

check the iTunes store
for new apps, and |

also follo
Facebook page where
| can find app reviews.

As far as branded app
are concerned, | know
those apps from
friends or search for
them on the iTunes
store.

| look atreviews,
worthiness, popularity.
and, importantly, free
availability. If not free,
it is not worth paying
attention to.

Firstly, it must be wha
| will use. Secondly, it
must be free.

When | search | use
the name of the brand
instead of other
keywords. feel it is
more trustworthy.

If it is not free, it takes
me quite some time to
decide whether or not
to download. The one
and only thing that |

am ready to download
is Line app stickers.

If the apps are larger
than 50MB, | feel that
i Tunes won
downloading without
Wi-Fi. Then, | have to
wait until I get home.

52

Studentsbo
| seldom read pnt
media. | usually read
online. Therefore, | do
not know whether or
not the apps get
promoted in print.

| search for my favorite

brandsd ap|
ITune store.
Mostly froi

recommendation or |
just look at the Top
chart list in the iTunes
store.

The apps | downloadec
were related to my
interests. Sometimes
they were games that
my friends told me wer
fun. Some are useful tc
me, suitable for mobile
phone use and adding
convenience.

My friends:
or looking at the Top
Chart. Mostlythey
were free.
download arapp that
chargesme as | am
afraid that it is not
worth my money.

If it is released for free,
| download it. If it is
just reduc:
just stick with free
downloads.

[ donot do:
apps just because of
attractive icons. If |
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Behaviors

Using

Reasons

Relative
evaluation

q Attractiveness
 Ease for use
i Fast response
i Stability

First jobb
Anyway, | prefer
downloading from a
mobile phone
connection.

| recommended some
apps to my father. The
was when | knew he
needed to have an ap
to help him do
something. However, |
still do not know if he
actually used it or not.
| do recommend apps
to friends, especially
games that give me
points when | invite
friends to play. Other
apps | recommend to
friends are those apps
| feel are cool or will
make my friends
laugh.

One thing that makes
mecontinue using are
their unique functions
that no other apps car
provide.

The reason to keep
using any apps is that
they have new feature
added, they are only
apps that can do the
job, or it is the first
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Studentso
find it interesting, |
continue reading the
description. If its right,
| will download, if not,
|l donodot.

If new apps are easier
to use, they are great.
also needs to serve my
needs. If ng there is no
reason to download
them.

Actually | prefer
downloading the apps
from my mobile phone
instead of my Mac
Book as | have it with
me all the time. When
any apps interest me, |
can just download then
instantly.

It seems to be part of
our lives.When there is
nothing else to talk
about with friends, we
talk about apps. Hey,
do you know this app?
|l tés cool
becomes a
recommendation.
Some of the apps |
downloaded are
informative or useful.
Others are for
entertainment or
relaxing. Informative
apps last longer on my
phone, but the
entertaining or relaxing
apps ae used more
often.
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Behaviors Reasons First jobb Studentsbo
app that serves my
needs.

It still serves myeeds.
It is more convenient
than working from
desktop computers.

For example, | use
branded apps from
movie theaters to
check the screening
schedules, but | prefer
to book online from a
computer as it is more
convenient, or | just gc
to the box office.
Actually it also
depends on conditions
of the special deals
offered for each
purchase channel.

It depends on the
amount of money
involved. If it is just
one or two hundred
baht, it is fine. But, if |
have to electronically
transfer a large
amount of monetp
my friends, | might

think differently. |
would rather use my
computer.
Uninstalling  Content If I do not benefit from The apps | remove are
1 Entertaining but the apps | usually those | rarely use, are
useless remove them. of no use, or they just
1 Required require me to pay for
purchase for more Some apps work well more content. These
content when | first download are plain useless. Ther
1 Contairs only them, but later, they | remove them.

product catalogs become unstable. Say
9 Substitutound
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Behaviors Reasons First jobb Studentsbo
Usability the movie ticket apps, If the new apps are
1 Instability now give up ango found to be able not
| Slow response  back to use the only todo the same old
{ Takestoo much traditional meansto tasks as the existing
memory space  book a ticket which is apps but also new
Location from the box office.  tasks. Then | remove
1 Irrelevant for the existing ones and
Thailand If I keep it but it move on to the new
f Doessappart doesnodt ma ones.
Thai or English  better, | will uninstall
language it ltsdé d
Time foreign country that is
1 Outdated irrelevant to Thailand.
information
1 Rardy use ltds outda
providesupdate
versions. Or | find new
apps that work better.
Table5T h ai Generation Yb6s Attitudes and
First Jobbers Students
Attitudes The brands thaprovide apps that ~ Of course, | feel that the apps
towards serve my needrmakes mewantto t hat i ncrease
branded interact with the brands more. convenience will hava positive
apps image.
It doesndét help r
brandbet t er or wor
for me. If it does weln this
communication channgbut fails in
others, it cannot maka goodoverall
impression
To me, it shifts my attitude a lot. An
brandsthat make good apps.then
feelmore positive toward that brand
Expectations | prefersimple desigs. | use apps | want itto be three
from because of theiiunctiorality. The dimensional. It should look
branded appearance | expect is just good to good and advanced. It will
apps look at. make a mobile phone be more

The content or information must be
concise and understandable.
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than a mobile phone.

| prefer classic looksvith
trustworthiness.

Expect
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First Jobbers Students
It must be easio use otherwise | Usefulness should befacus. If
will not want to use it. it does not look pretty but it

works, | can bear with itobks.

I dondot | i keslt
want b see more images. |

d on 6t clickimarg times
before | can get what | want.
Can it be just one or two clicks
and here you go? | like it this
way.

DISCUSSION

The successful branded apps were found to use color, symbols, and typefaces to represent
their brands more than products or names. This is can be explained because these successful
elements are perceived as more subtle ways to express brand identitig. sBiowving
products might make consumers feel they are being forcefully exposed to a commercial
message or getting pushed to purchase the advertised pr@klttsan et al., 2011 This

is also consistent with what feedback from focus group participants. The participants said
they would have negativetiitides toward the brand and uninstall an app if they found that
they were just product catalo@Bellman et al., 2011

The strategies of developing successful apps are all centered on the users. The apps have
to serve the usersdé6 needs and expectations,
let them feel relaxed and free from strédsii-Yi & Ling -Yin, 2010. App content should

be tailored to where users are, provide fasttiga responses, and allow frietb join in

and have fun with therfLin et al., 2014. The fun value is indispensable for the Thai
Generation Y even for branded apps. Consequently, the user experience must be designed
to add fun while marketing messages are still tactfully convéyeldmann, 2008/Nen et

al., 2014. Also important is consent from friends of the user and agreement regarding the
app. Group consensus and collective decision making is still important for this
demographic. Successful brandegspave to be viewed favorably by both the users and
their friends(Van Den Bergh & Behrer, 20)13Therefore, worebf-mouth marketing is

found to be a confirmed strategy when promoting an app among Thai Generé#an Y

Den Bergh & Behrer, 20)3Participants shared with us that they downloaded an app when
their friends positively talked about it. Brands with a good image and reputation are the
brands the young consumer would like to associate theasselith. This might be partly

due to the importance of symbolic brand consumption, which Millennials take quite
seriously(Savage & Sara Savage, 201 owever, the developers we interviewed did not
reveal the@ methods for promoting their apps without using traditional offline and online
advertising tools.

With more useful free apps available on the iTunes Stores, users are not expecting to pay
for an app. Also they are ready to uninstall the existing orlesyfcan find substitutes that

can perform better. Both users and developers agree that visual appeal is a necessity, and
functionality and stability are equally essential.
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CONCLUSION

iPhone apps are becoming one of the brand communication tools thatensinkse to

target their Generation Y audience. Howevieeré have been varying degrees of success

in communicating their brand attributes danncreasing consumeinteraction and
engagement with the brandEhis paper therefore aimetd examinehow succeasful

branded iPhone appexpress their brand identitiediscover the branded iPhone apps
develgpment strategy, and survey Tiaie ner at i on YO&s opinions towe
apps.Using textual analysis, idepth interviews, and focus group discussioa,faund
similarities between the selected successful branded apps. These shared similarities include
prominent usage of color, symbols, and typeface with and emphasis on design and relevant
content. The most common style is experiential. The apps analgeeghmes to drive the

users to learn more or interact with brands. The technologies used are related to location,
immediacy, and intimacy while ease of use are to be ensured.

The devel opment strategy starts neadsd,andcar ef ul
competitors. The app concept proposition is derived from brain storming. To produce an
app, the interface and content are designed. The app will be tested until the developer team
and clients are certain that it works. After launching the app the iTunes Store, the
developer team must promote it online and offline. Most importantly, developers must
monitor and incorporate user feedback to update and optimize the user experience.

The reasons for downloading, using, and uninstalling a bramppedrethe iPhone are both
internal to the application and external or environmental, including: relative evaluation,
content, usability, location, and responsiveness.

LIMITATION S AND RECOMMENDATIONS

Due to the limited number of interviewees and fogumup participants, the results might

not be generalizable to represent the wider population of Thai Generation Y.

The researchers did not interview the creators of the awiaidg apps that were used for
textual analysis. Therefore, the interpretationtlod apps may be subjective to the
resear cher so poi n-theckirfg withithe wroducers ¢f tha teXhe r o s s
developers should take the above mentioned steps when developing iPhone apps,
especially the prproduction and evaluation phases. Warhed from the interview that
developers sometimes skip these stages due to time and budget limitations. Future research
should expand the number of participants or use quantitative research methodology.
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ONLINE PRIVACY AND SECURITY AT THE FORTUNE 500: AN
EMPIRICAL EXAMINATION OF PRACTICES
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ABSTRACT

Fair Information Practices (FIP) principles have been recognized by U.S. government
agencies since 1974 in an effort to provide stakeholders with a measure of protection.
However, the recent proliferati of online data breaches calls to question the policies and
practices of the businesses responsible for protection of the constituent data. This study
was undertaken to expand upon previous studies and investigate the usage and composition
of privacy poicies and, in particular, the security aspects of these policies. Results
illustrates that nearly all Fortune 500 firms post their privacy policy online and the number
of firms utilizing thirdparty compliance logos is increasing. Moreover, security
technques, data collection techniques, child data policies, and mobile application policies
are now more commonly included and described in privacy policies. The usage of the FIP
practices of notice/awareness, choice/consent, access/participation, and/sgegrity,
however, does vary and is changing.

INTRODUCTION

Recently, there has been a flood of online data brealth@sctober of 2013, federal prosecutors
stated that an identity theft service in Vietham managed to obtain as many as 200 milboalpers
records, including Social Security numbers, credit card data, and bank account information from
Court Ventures, a company now owned by the data brokerage firm Exfeedroth & Gelles,

2014) In December of 2013, 40 million credit card numbers Zhadnillion addresses, phone
numbers and additional pieces of personal information were stolen from the retail giant Target by
hackers in Eastern Europe. Overall2013, there were 619 data security breaches in the U.S.,
nearly a 300% increase from 200Ghatzky, 2014). This resulted in ottérd of data breach
victims becoming identity theft victims and the compromise of over 250 million individual records
(The Privacy Clearinghouse, 2014 2014, aRussian crime ring was found to have amassed the
largest known collection of stolen Internet credentials, including 1.2 billion user name and
password combinations and more than 500 million email addresses. The records, disgovered b
Hold Security in Milwaukee, include confidential material gathered fr&@,800 websites,
ranging fromFortune 500 companies to small websites. An SQL injection, in which a hacker
enters commands that cause a database to produce its contents, was utilized even though injection
was named as one of the top ten web applicatitmevabilities in 2013 (OWASP, 2013).

The primary cause of security incidents, accor d
Report, are web application attacks. These attacks more than doubled in 2013 (Qualys, 2014). An
international survey of nearly 700 individuals from all sizéza@mpanies also found that the

leading source of risk to companies (52%) is the custdéawéng web applications (Bird and Kim,
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2012). While 33% have had a formal application security program in place for 1 to 5 years, 34%
of respondents indicated thaetr firm had no program. The application security programs were
driven primarily by external factors such as regulatory requirements, requirements from customers,
and security incidents, particularly security incidents at other companies within thestrind

Moreover, a WhiteHat (2013) survey of 76 organizations found that 86% had at least one serious
vulnerability. The most prevalent vulnerability class was information leakage, identified in 56%
of websites. Information leakage is defined as aenalility in which the website reveals sensitive
data. Exposure to sensitive data such as credit cards, tax IDs, and authentication credentials has
been identified one of the top 10 web application vulnerabilities (OWASP, 2013201A
InformationWeelsurvey of 536 individuals from organizations with at least 100 employees found
that 56% of respondents indicate that cytx@minals pose the greatest threat to their organizations

in 2014, ahead of authorized users and employees (49% of respondents)js, Of note,

23% have experienced a security breach or espionage in the past yeandleresvorking site

usage has the unintended user consequence of providing private information for "like farming"
(Sharifrazi, & McCabe, 2014). This resultsevhusers click like, share, or comment.

The costs from breaches include expenses for investigating and repairing the breach, notification

of affected stakeholders, managing public relations, lawsuits from stakeholders, governmental

fines, and damage toeh busi nessds brands, relationships wit
Singh, 2014). The Center for Strategic and International Studies, a Washington think tank, has
estimated that the annual cost of cybercrime and economic espionage to the world/és omonm

than $445 billion Nakashima& Peterson, 2014). The United States, Germany and China together

accounted foebout $200 billion of the total in 2013.

Although there is no law providing a uniform set of rules governing data breach notification, there

are specialized federal laws such as the Health Insurance Portability and Accountability Act and

the Childrenés Online Privateyhave rmmdtes degislabon Act .
requiring companies to notify state residents in a timely fashion when the company becomes aware

of a | oss of wunencrypted data coliCoaanch3inghgy a st at
2014)

FAIR INFORMATION PRACTI CES

The right to privacy was described in tharvard Law Reviewn1890. Louis Brandeis and Samuel
Warren defined protection of the private realm as the foundation of individual freedom in the
modern age (Warren and Brandeis, 1890).

Fair information practice (FIP) principles have been recognized by U.S. government agencies since
1974. The Federal Trade Commission (FTC) promotes adherence to the principles to insure
effective privacy protection (Liu and Arnett, 2002).

The four FIP pinciples are:

1 Notice/awareness consumers have the right to know if personal information is being
collected and how it will be used. Thus, data collectors must disclose their information
practices before collecting information from consumers;

1 Choice/conenti consumers must be given options with respect to whether and how
information collected from them may be used for purposes beyond those for which the
information was provided;

1 Access/participatiori consumers should be able to view and contest theamcand
completeness of data collected about them and to correct errors; and
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9 Security/integrityi data collectors must take reasonable steps to assure that information
collected from consumers is secure from unauthorized use during transmission amd storag

The corporate policies regarding online collection, use, and dissemination of personal information

are commonly posted on company websites. Although developing and posting a policy does not
guarantee compliance, t he/abagrne saf, 0a omael iody tvhi
FIPs. In addition to internal salégulation of policies, firms also utilize thighrty assurance

organizations for compliance. These organizations generally employ iconic seals that may be

readily and easilyrecognz ed by the firmbébs stakehol der s. Ex an
(Better Business Bureau Online Seal), LES. Safe Harbor, and ESRB (Entertainment Software

Rating Board Seal) (Benassi, 1999; export.gov, 2014).

PREVIOUS RESEARCH

Previous research has explored privacy practices at consumer websikstihee-50, and the
Fortune500. Moreover, researchers have explored information privacy dynamics and disclosure.

A chronology of online privacy practices research suggestsottiate privacy policies were
uncommon until recently. In 2000, for example, a study of 335 consumer websites found that 80%
failed to comply with one or more FIP principles (FTC, 2000)2002, a study of more than 300
companies found that only 51% haidvacy policies (Whiting, 2002). Another study of 600 firms
found that approximately orgalf posted privacy policies on their website and 60% did not monitor
their website to make certain that they delivered the privacy that was promised. Moreover, a
survey of 1,500 consumers Byivacy & American Businedsund that only 8% of respondents
were concerned about data privacy. One firm, the Royal Bank of Canada, even calculated that
privacy drove 7% of the demand for its products and services. linighgshowever, 35% of

1,500 Internet users inRC Worldsurvey indicated that they rarely or never read privacy policies
(Kandra and Brandt, 2003).

A content analysis of the privacy policies of #artunee-50 indicated that 6% of the 35 business
to-consumer firms fully complied with all fair information practices, 63% partially complied, and
31% failed to comply with one or more fair information practices (Ryker, et.al, 2002Foftume

e-50 included public Internet firms with a market cap in exoé$4.00 million. Specifically, 86%
were in full compliance with notice, 43% were in full compliance with choice, 17% were in full
compliance with access, and 54% were in full compliance with security. Of the 15 budeiness
business firms, only 20% postadrivacy policy and all were naompliant.

In terms of thé~ortune500, an initial study was conducted in 2002. Results indicated that 52% of
theFortune500 had a privacy policy posted on their website (Liu and Arnett, 2002). Of those with
privacy pdicies, 11% also exhibited a seal program. These included 16 firms with TRUSTe, 10
firms with BBBOnLine, and 1 with ESRB. The majority, 87%, of policies were found on the home
page. The remaining policies were found either through a site search drseqeent pages. In

terms of FIP, 92% explained information use and 91% detailed collection policies for customer
information. In addition, 77% of policies addressed information disclosure, 58% provided a contact
method to answer customer privacy concerd$% described security, 26% discussed
access/correction, 26% detailed internal protection, 26% addressed children protection, and 9%
detailed policy consent. Overall, 92% addressed notice/awareness, 27% addressed
access/participation, and less than bathplied with choice/consent and security/integrity.

Another study also empirically investigated the information privacy policies dfdheine 500
(Schwaig, Kane, & Storey, 2006). A content analysis found that 79% of the firms had a policy
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posted onts website with 86% of those firms with a link from the homepage, 14% with policies
located elsewhere on the website, and 9% using a seal. Of the firms with policies, 98% addressed
notice, 61% addressed choice, 45% addressed access, and 71% addresised secu

Relative to dynamics, researchers have proposed a new construct, Information Privacy Situation
Awareness (IPSA), in an effort to capture consumer personal information disclosure behavior in
online settinggSim, Liginlal, & Khansa, 2012) The IPSAscale incorporates situation awareness

(SA) . SA is described as t he-specifidenvwrdnmdentavithd s a b i
only limited cognitive resources at their disposal.

In terms of disclosure, the WillBortune500 Cyber Disclos@r Report 2013 found that 88% of the

firms followed Securities and Exchange Commi ssi

disclosure regarding cyber exposures (infosecurity, 2013). The top cyber risks identified included
the loss or theft of confideial information (65%), loss of reputation (50%), and direct loss from
malicious acts such as hackers and viruses (48%). Moreover, 20% mentionetkicghers a

factor and only 6% indicated purchasing insurance to cover cyber risks.

Given that privacy and security issues continue to be an organizational challenge, this study
examines several questions. How mé&aytune500 companies have privacy policies posted on

their website? Are seals utilized? Which aspects of the FIP prirdiipensions are incorporated
into each companyds policies? How is security
Finally, what are the trends, if any, in policies? Results are important in determining the
effectiveness of privacy policies ihg face of mounting online privacy invasions.

RESEARCH DESIGN

This study utilized th&ortunemagazine website to obtain thertune500 company directory and

the corresponding company home page web address (Fortune, 2014)st&pvprocess was used

to locate privacy policies and seal programs for each organization in September of 2014. First,
each company home page was examinegfimacy policy links and seals. Next, if a privacy

de

policy |ink was not found on the home page, the

for the policies. A content analysis of the posted information privacy policies was then conducted
toexani ne each firmdéds use of the FIP principles,
and security techniques. In addition, resultant policy practices were examined to determine if there
were correlations between the use of specific practices

RESULTS
A review of theFortune500 found that 450 firms (90% of companies) have a posted privacy policy

that is linked to the company homepage (Chart 1). In addition, 20 firms (4% of companies) have a
policy on a page that is not hydarked to the homegge. Overall, 94% of firms have an online

policy.
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CHART 1
Privacy Policy

Non-Home
Palj® Policy
4%

6%

Home Page
Link
90%

In terms of privacy logos, a variety are utilized. Table 1 illustrates that the most common logos are
the U.S-EU Safe Harbor logo (24 firms or 5% of companies) andlfRgSTe logo (23 firms or

5% of companies). In addition, the BBBOnline logo is used by 11 (or 2%) of firms and the ESRB
logo is used by 1 firm. Overall, 12% of companies utilize thiaay privacy compliance firm

logos.
TABLE 1
Third -Party Compliance Logos
Third-Party Number | Percentage
of Firms of Firms

BBBOnline 11 2%

ESRB 1 1%

TRUSTe 23 5%

U.S-EU Safe Harbor 24 5%

Overall 59 12%

Posted policies were subsequently evaluated in terms of content. Table 2 depicts that 91% of the
Fortune 500 firms provide notice/awareness within their policies. Moreover, 81% include
choice/consent, 76% describe access/participation, and 70% detail security/integrity.

TABLE 2
Fair Information Practice Principles
Principle Number | Percentage
of Firms of Firms

Notice/Awareness 454 91%
Choice/Consent 403 81%
Access/Participation 327 65%
Security/Integrity 351 70%

FIP principles were next examined to determine if there were correlations betweendhamse

two principles for those firms posting policies.

Table 3 illustrates that there are correlations

significant at the .01 level {@iled test) for all four principles. In other words, for example, the
use of notice/awareness was significantly fhesly correlated with the use of choice/consent.
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TABLE 3
Fair Information Practice Principles Pearson Correlations
Principle Notice | Choice | Access | Security
Notice/Awareness 1| .399** | .300** 341**
Choice/Consent .399** 1| 497+ .325**
Access/Participation | .300** | .497** 1 .331**
Security/Integrity 341** | 325** | | 331** 1

** Correlation significant at the .01 level-2iled)

In terms of data collection and security techniques, two primary practicesdesrgbed within

the privacy policies. Table 4 illustrates that 81% use cookies and beacons to collect data. Moreover,
22% of firms use SSL/TSL to enhance security during transmissionoliedis atext file with

tracking number that downloagtdontoau s e r 6 s harddnive antadogacon is iny graphic

one pixel wide and one pixel deep embeddealweb page or ema{Laudon and Traver, 2014).

The beacon isansparenand is used toeportthevisitorés IP addresandcookie informationSSL

(Secure Sockets Layer) and TLS (Transport Layer Security) are standard security technologies for
establishing an encrypted link between a server and accltgpically a web server (website) and

a browser (Fitzgerald, Dennis, & Durcikova, 2012).

TABLE 4
Data Collection and Security Techniques
Practice Number | Percentage
of Firms of Firms
Cookies/Beacons 403 81%
SSL/TLS 109 22%

Finally, policies were examined to determine the prevalence of additional policies. Table 5
illustrates the inclusion of mobile application policies by 30% of firms and the description of
children data policies by 57% of firms.

TABLE 5
Additional Policies
Policies Number | Percentage
of Firms of Firms
Mobile Application Policies 149 30%
Children Policies 285 57%

CONCLUSIONS AND SUGGESTIONS FORFUTURE RESEARCH

Results indicate that the online posting of privacy policies is increasing. In 2002, only 52% of the
Fortune500 had a privacy policy posted on their website. In 2006, the percentage increased to
79%. And by 2014, 94% of the firms posted a policy. Thuthin 12 years, the number of the
Fortune500 firms posting their policy nearly doubled. In terms of the use ofplairty privacy

logs, there has also been an increase. From 2006 to 2014, the use of TRUSTe increased from 16
to 23 firms and BBB Onlia increased from 10 to 11 firms. Moreover, in 2014, 24 firms used the
US-EU Safe Harbor logo.

In terms of privacy policy composition, there have been changes. Chart 2 illustrates that in 2006,
98% of policies addressed notice/awareness, 61% addresse@/obnsent, 45% addressed

64



ASBBS eJournal; Voll11, No. 1;Summer 20%

access/participation, and 71% addressed security/integrity. In 2014, notice/awareness remained
stable at 97% of policies, choice/consent increased to 86%, access/participation increased to 70%,
and security/integrity increasesfightly to 75%. Overall, notice/awareness remained the most
common practice addressed and access/participation remained the least common practice
addressed.

CHART 2
Policy Trends
. 98%
Notice/Awareness 97%
Percent of Policies 610
. 1%
Choice/Consent 86%
| m 2006 02014
L 15%
Access/Participation ] 70%
. . 71%
Security/Integrity ‘ 75%
0% 50% 100%

Relative to data collection, 88% of organizations describe the esekies and beacons. In terms
of transmissions security, 22% describe the use of SSL/TLS procedures.

There are three important implications from the study. First, although most firms adhere to the
principle of notice/awareness, there are varying degreieslusion with respect to the other three
primary practices. Access/participation is included in just overtiwwds of policies and
security/integrity is included in threieurths of policies. One implication is that there are gaps in
policies. Asa result, organizations may need to review their policy composition to ensure that all
four FIP principles are included. These deficiencies may open the firm to potential litigation from
stakeholders or increased public scrutiny should a security boeaeh. This is even more
problematic given that nearly offieurth of organizations do not include a security/integrity section

in their policies. Moreover, it also critical that organizations have strong due diligence mechanisms
in place to ensure thdtdse stated policies are actually implemented and security protections, for
example, are properly and fully followed.

A second implication relates to the evolution of policies. One aspect is with respect to the inclusion
of practices related to mobile applications and child data collection. Because few firms describe
these practices, there may be first mover advantagethose that opt to include them. The
dramatic growth in mobile technology use, especially among children, make both of these policies
important in mitigating risks to the firm and consumer. A second aspect relates to the increasing
use of visible symbls and thirdparty privacy organizations. The most common logo is the US

EU Safe Harbor. This is likely a result of the increasing global economy and the need for the U.S.
firms to communicate with and to store data about European customers and deakeh@iven

that only 5% of firms have displayed the logo, those firms not using this logo may wish to explore
its use. It is possible that new adopters may enjoy a competitive advantage if the logo becomes
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more recognizable in the marketplace. Eurommarsumers may choose to do business with those
firms that assure data privacy and a visual symbol may draw them to a given firm.

A third implication relates to the usage of cookies and beacons. Given that 88% of firms describe
their practices in their pigies, this aspect of data collection and data privacy appears to be highly
important to firms. As a result, users of the Internet need to be vigilant in monitoring and
perpetually removing these data collection tools if privacy is to be increased thitbasiness or

at home.

The limitations of this study are primarily a function of the sample. Onlytnine500 firms

were studied. The use of additional size firms and firm locations (those outside the U.S.) would
increase the robustness of résulFuture research is also needed to explore how industry sector
and firm size may affect the policy principles. Such an analysis, for example, may be helpful in
providing additional insight as to whether deficiencies or exploitable competitive adesuetegt

for the firm.
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WHERE TO INVEST: NYSE OR NASDAQ?

Yun Cheng
Ronald A. Stunda
Valdosta State University

ABSTRACT: A central markebased question posed by companies today is where to list, the
NYSE or Nasdagq? A similar question is also being asked by investors as to which exchange, if
either, produces greater positive results. There exists documentedmdiffe between the two
exchanges, along with the types of companies each tends to attract. Several studies have
concentrated on the rule changes for these exchanges and the subsequent impact on security returns
or on issues such as transaction coststamiftpact that they have on security returns. Most studies
have analyzed security returns over short periods while providing minimal evidence for the long
term investor. This study analyzes security returns associated with a sample of similar sized
compaies in each exchange over a short run period (201B) versus a long run period (1999

2013) Findings indicate that, for short run periods, Nasdaq firms exert a greater positive effect on
stock prices. In fact, the average percentage change in stoeKgrNasdaq firms is more than

twice as great as that for NYSE firms. For long run periods, findings indicate that NYSE firms
exert a greater positive effect on stock prices. Average percentage change in stock price for NYSE
firms is close to three tigs as great as that for Nasdaq firms, almost the exact opposite of short
run findings. Nasdaq, therefore, appears to be better suited for short run investors while the NYSE
seems a better fir for longer run investors.

INTRODUCTION

Coke vs. Pepsi. Apple vs. Microsoft. Energizer vs. Duracell. All are great brand
rivalries. Today we are confronted with one of the biggest rivalries in the capital markets space:
NYSE vs. NasdagAnd ever since thBlasdag debacle with the Facebook J&@ rivalry has only
intensified. Companies going public face lots of decisions including where to list their dhaes.
since the detom craze of the late 1990s, thealry between the NYSE and Nasdaqg has been
fierce Each exchange attempts t o woigling.elafach somd her 6 s
big names have changed exchanges over the pastesas Instruments and Viacawitched
from the NYSE tdNasdag in 2011Early in 2012 TD Ameritrade left Nasdaq for the Big Board
but Nasdaq countered Ipoaching Kraft Nasdag (with its history of winning the listings of
technology companies) and the NYSE have been fighting-teahadnd in the technology company
space with Groupon and Zyagchoosing Nasdag and LinkedIin and Pandora going with the
NYSE. So is one exchange better than the other from either a placement or investment perspective?

The biggestdi f f er ence between the two exchanges
exchanges.Nagdaq with its upstart image and all electronic trading platform has attracted more
technologybased companiesnany of which did not qualify to list on the NYSkhen they
originally went public The Big Board, on the other hand, has traditionally listed the biggest public
companies in the worldEven the way the two exchanges market themselves show their different
heritages. Nasdaq publicizes listed companiesdaheir products on its sevstory electronic
bill board i n New TkeoNY&Dhsas the famikas trading floar el that marks
the beginning and ending of trading each d#&yaft cited the difference in marketinghen it
announced it was switching to Nasdaq, as it believes the Nasdaq billboard in Times Square will
give its products greater visibility. So, part of theid®n may hinge on which exchange will give
your company the most visibility and best marketing opportunities. you want to position
yourself as a blue chip company associated with a 200 year old brand or as a more cutting edge
company?
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If your only concern is cost, then Nasdaq is probably the exchange folNamdaq has
three market tiers each with increasing minimum requirements (and theoretically prestige): Global
Select Market, Global Market, and the Capital Markéthile there is a range of fedssting 75
million shares on the Global Select Market or the Global Market will run your company $225,000
for the initial listing fee and an additional $68,500 anryutdl continue the listing.Listing the
same number of shares on Nasdaqgdés Capital Mar ket
an additional $27,500 annuallfor the same listing on théYSE the initial listing feavould be
$300,000 with an additional $69,750 due annually.
Generally, other than for the smallest companies going public, the listing requirements of
the two exchanges should not impact a decision on where to list becaesis the that much of
a difference between the t Anoissuerxseekimgnoglistodan!| i sti ng
exchange can qualify if it meets one of several different tests set forth By' 8 and Nasdag
which basically involve a combination of meeting income, assets, cash flow, valuation and revenue
minimums.N a s d a ¢oél Sele@ Market tier has generally the highest standards to Augen,
most companies (that have any business going public) will meet one of the standards of both
exchanges, so this should not be a big factor.
The Sarbane®xley Act of 2002 requiresait audit committees be independent, but both the
NYSE and Nasdag also require that a MWhatority of

constitutes Aindependento is slightly Iifferent
addition, each exwnge has its own corporate governance standaitighout trudging through
the Aweedso to find technical di fferences betwe

relatively significant differences that may cause a company to choose one exchaungettver
other:

T NYSE-listed companiesnusthave an independent compensation committee and
an independent nominating committe®asdaglisted companies, on the other
hand, have the option of having an independent compensation committee and
independent nomating committee or having executive compensation and
nominating decisions made by a majority of their independent direcirsller
companies with smaller boards may find the Nasdaq standard more flexible
(although you will have to disclose in your pyox st at ement why you d
separate compensation and nominating committee).

T A director who is an employee of an organization that has made payments to or
received payments from the issuer in an amount that exceeds the greater of 2% of
the paymentrecpi ent 6s gross revenues or $1 mil|l
under the NYSE rules. You would exclude charitable contributions in the
calculation. The application of the Nasdaq rule, however, tends to be much stricter
in certain circumstances by applgin a t est of 5% of the reci
or $200,000, whichever is greater-or Nasdadisted companies, you would
includecharitable contributions in assessing independence.

1 NYSE-listed companies must have an internal audit function viteledaglisted
companies do not.

1 NYSE-listed companies must have corporate governance guidelines. Nasdaq does
not have such a requirement.

1 The CEO of NYSHisted companies must certify annually that the CEO is not
aware of any violations of the listingastdards and the company must affirm
annually that it is in compliance with the corporate governance listing
standardsInterim written affirmations (within 5 business days) must be submitted
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any time a change occurs in the composition or independenice Bbiard or any
of its committees and certain other matteMasdaglisted companies need only
certify upon their initial listing.

Having delineated the similarities and differences between the two exchanges, the
guestion to answer is does either exclegpgssess an investment advantage over the other
from either a short run or long run perspective? This becomes the scope of this research,
to assess similagized firms in each exchange over a short study period and a longer study
period in order to deterine if there are any investor perception differentes in turn
affect securities prices of firms in both exchanges. Results would imply investor
implications through helping to choose the firms/exchanges in which to invest.

LITERATURE REVIEW

The NYSE was perceived to be more prestigious and visible than Nasdaq before the 1990s.
If companies desired to increase their visibility and liquidity, they were more likely to choose to
list on the NYSE (Baker, Powell, and Weaver 1999). Investors were comgersith lower
returns given a higher market price and visibility of the shares on the NYSE. This has been
documented in the prior research (Kaldec and McConnell 1994).

Investor recognition andmarket returns between NYSE and NASDAQ

Merton (1987) arguesdn der i ves an analytical model i n wh
are a decreasing function of the degree of investor recognition. According to his model, an increase
in the size of a firmbés investor baaelowesr | | i ncr
investorsod6 expected returns when all other factc
that investorsé6é expected returns are a decreasi
investors will be compensated with lower returigg the higher liquidity and market value of a
companyods stock. Both models have been tested b

result supports the theory and finds that both investor recognition and liquidity increased after firms
switched fran Nasdaq to the NYSE during 198989. They also find that investor recognition and
liquidity were negatively and significantly related to the weekly abnormal returns when firms
switched from Nasdagq to the NYSE.

Reinganum (1990) investigates the influenmie market microstructure on liquidity
premiums by comparing the monthly returns of NYSE stocks with the returns of Nasdaq stocks.
He finds that for small firms, the average returns of NYSE stocks are about 6% higher than the
average returns of Nasdaq s#te@nd the difference persists even after controlling for size, risk,
and liquidityrelated variables. However, as firm size increases, the return differential between
NYSE and Nasdaq stocks vanishes. He argues that Nasdaq provides liquidity at a lbtixancos
the NYSE for small firms and investors are willing to accept lower expected returns on Nasdaq
because of the superiority of its trading mechanism.

However, Loughran (1993) argues that differences in the characteristics of the companies,
especiallyiPO firms, listed on the two exchanges explain much of the disparity. By comparing the
returns of NYSE stocks with the returns of total stocks, seasonal stocks and IPOs from Nasdag, he
finds that 60% of the difference in returns between NYSE and Nasdzc storing 1983988
period is attributed to the IPO effect from Nasdaq stocks. He finds that Nasdaqg contains mostly
growth stocks from young firms and these firms underperform during the six calendar years after
going public.

Elliott and Warr (2003) congre the price effect for NYSE and Nasdaq stocks added to the
S&P 500 Index from October 1998 to December 2000 and find that the radjksted returns
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(AR) on the listingday for Nasdaq stocks are 2.2% higher than the madjasted returns for
NYSE staks after controlling for firm characteristics, arbitrage risk and index fund demand.
However, the abnormal trading volume for both NYSE and Nasdaq stocks on the listing day is
closer. Additionally, they find that the lidlay return reverses very quickiyr NYSE stocks, while
the stock returns from Nasdagq still drift after the listing day and only partial returns are reversed
over several days. They interpret the result as evidence that the NYSE specialist system is better
able to mitigate price presssrthan is the Nasdaq dealer system.
Cheon, Christensen and Bamber (2001) investigate the potential factors associated with
di fferences in the magnitude of abnor mal retur ns
announcements during the 199993 peiod. Their findings indicate that the magnitude of
abnormal returns around the earnings announcement period is higher for Nasdaq firms than for
NYSE firms and investors are more sensitive to growth opportunities of Nasdaq firms than of
NYSE firms.
Duringthe mid1990s, there were substantial changes and reforms to both exchanges and
the differences between the two exchanges have largely disappeared over the years. To better
understand whether the NYSE still has a competitive advantage over Nasdaq frent iove s 6
perceptions, Jain and Kim (2006) investigate the phenomenon of firms switching from Nasdaq to
the NYSE and the market reaction to the switch using simultaneous equations. They find that the
switch is positively r eahddiquiditddutingthe fill samplenpered t or s 6 r
However, the liquidity benefit of the switch declines after the reforms. They also find a significant

and positive relationship betweenthethdeay cumul ati ve abnor mal return
recognition. No significant relationship is found between the thilag CAR and liquidity, which
di ffers from prior studies. I n addition, they fi

recognition are less likely to switch the exchange. Thereforepthey vi de evi dence t hat
recognition is the main reason that firms switch from Nasdaq to the NYSE and markets positively
react to the switch.
Panchapagesan and Kedia (2011) compare corporate transactions between firms that
switch from Nasdaq to thdYSE and firms that meet the criteria but choose to stay on Nasdaq
between 1996 and 1998. They find that firms that switch to the NYSE issue more debt and equity,
are more likely to have merger and acquisition transactions and have higher CARs fallaving
switch than do peer firms that chose to stay on Nasdag.

Transaction costs between NYSE and Nasdaq
Some studies have compared the transaction cost difference between the NYSE and
Nasdagand find that the transaction cost is higher on the Nasdaq than on the NYSE. Huang and
Stoll (1996) compare the execution cost of NYSE and Nasdaq stocks using different spread
measures and find that the execution costs are twice as large for a samgudani Btocks as they
are for a matched sample of NYSE stocks. They suggest that the dealer trading system limits
deal ersd6 incentives to narrow spreads on Nasdagq.
Bessembinder (1999) compares the execution cost difference between NYSE and Nasdaq
stocks afe r stock exchanges adopted the SEC6s new r
execution cost differential has narrowed after the adoption of new rules and smaller tick sizes, the
trade execution costs still remain higher on the Nasdaq compared wikettigtion costs on the
NYSE, which may indicate that the dealer market structure is less efficient than the specialist
auction structure.
Chung, Ness, and Ness (2004) also investigate the execution cost difference between the
two exchanges after decimadtion and find that the mean Nasdaq spread is wider than the mean
NYSE spread for small companies when spreads are equally weighted across stocks. However, the
mean of the Nasdaq spread is narrower than the mean of NYSE spreads for large companies when
spreads are volumeveighted across stocks. Their results are consistent with the result from
Bessembinder (1999) and suggest that the NYSE specialist system provides low execution costs
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for small, lowvolume stocks and Nasdaq dealer system provides low éxeaasts for large,
high-volume stocks.

Kim and Jiang (2009) use the data from May 2001 to July 2001 to compare the adverse
selection costs between the NYSE and Nasdaq after decimalization. They find that the adverse
selection component of the bidk spead is significantly lower on Nasdaq than on the NYSE after
decimalization and it is not attributed to the differences in characteristics of the samples of the two
exchanges. They also find that the adverse selection costs increase with trade si2¢Y@Ethe
But there is no similar pattern for Nasdaq stocks.

Overall, prior studies provide evidence that the NYSE had higher visibility and prestige
than did Nasdaq before the 1990s, which led to higher market values, liquidity, and lower cost of
capital forfirms listed on the NYSE than for firms listed on Nasdaq. However, with the new
technology and substantial reforms of both exchanges, the differences between two exchanges have
largely disappeared over the past few years. Although there are compantesitimate to switch
from the Nasdaq to the NYSE, there are also some companies that switch from the NYSE to
Nasdaqg. This suggests that investors may have changed their perceptions of the two exchanges. It
is this investor perception that this study sdekssearch.

HYPOTHESES

In spite of the dissimilarities between the NYSE and Nasdaq there has been minimal
research conducted assessing any short run and long run advantages of either, and no research that
has attempted to compare or contrast theaathge that either may have from a time frame
perspective. From a shemn perspective, if either exchange possesses an advantage, we would
expect to see such advantage manifested in the stock price, as established by investor trading. This
gives rise o the first hypothesis, stated in the null form:

H1:  There is no significant difference in stock price effect when comparing NYSE firms to
Nasdaq firms over the short run.

Applying similar logic as used in hypothesis 1, we then assess any potentiatfétotk
differences between the two exchanges from a-tangperspective. This gives rise to the second
hypothesis, stated in the null form:

H2:  There is no significant difference in stock price effect when comparing NYSE firms to

Nasdag firms over th@hg run.

SAMPLE SELECTION

The study is comprised of two sample periods. One, consists of shizitar asset based
firms listed on the NYSE and Nasdaqg between the years2m13 (i.e., short run). The second
consists of similasized asset based firisted on the NYSE and Nasdaq between the years of
19992013 (i.e., long run). For the long run period, 1999 was the year selected as the starting point
since it was about this time that all changes in the two exchanges were fully incorporated (Jain and
Kim [2006]). The short run period, beginning with the most recent year available, 2013, and
working back for three years was used in an attempt to stay consistent with prior research utilizing
a three year short run window (Elliott and Warr [2003], Ch&imjstensen and Bamber [2001],
Panchapagesan and Kedia [2011])hese samples have met the following criteria: 1) Security
price data was available on the Center for Research on Security Prices (CRSP). 2) Earnings data,
along with asset data, was aahlle on Compustat. Table 1 provides the summary of the samples
used in the study.
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Table 1: Study Sample Summary
NYSE Nasdaq | NYSE Nasdaq
Firms Firms Firms Firms
2011-20142011-20131999-20131999-2011
Firms identified 1,288 1,119 1,311 1,057
Firms removed due to insufficien_t 38 17 a1 13
Compustat data for all study perig
Firms removed due to insufficient
CRSP data for all study periods 29 12 32 8
Final overall firms sample 1,221 1,090 1,238 1,036

TEST OF HYPOTHESIS ONE

The purpose of this test is to assess the relative information content of earnings
releases for NYSE firms verstdasdaq firms in short run periods. In order to accomplish
this, an approach similar to that used by Jain and Kim (2006) is used. A pooled cross
sectional sample of firms contained in each listing is derived for the period220B1
The following modeis used to evaluate information content:

CAR it = a + QhUEjt + bD1tUEj + bsD2i{UE;; + luMBit + bsBit + BsMV it + et (1)

WhereCAR;: = Cumulative abnormal return firm i, time t
a = Intercept term
UE: = Unexpected earnings for firm i, time t
D1 = Dummy variable, O for Nasdaq firms, 1 for NYSE firms
D2: = Dummy variable, O for NYSE firms, 1 for Nasdaq firms

MBit = Market to book value of equity as proxy for growth and
persistence

Bit = Market model slope coefficient as pyobor systematic risk

MVii = Market value of equity as a proxy for firm size

et = error term for forecast i, time t

The coefficient a0 measuriassthetedrmingsi nt er c e
response coefficient (ERC) for all firms in the samfalering both NYSE and Nasdaq
firms in short run study periods). The coefficientrépresents the incremental ERC for
NYSE firms. The coefficientdxrepresents the incremental ERC for Nasdaqg firms. The
coefficients b, bs, and la are contributions tohe ERC for all firms in the sample. To
investigate the effect of the information content on ERC, there must be some control for
variables shown by prior studies to be determinants of ERC. For this reason, the variables
represented by coefficientg though ks are included in the study.

Unexpected earnings (WHs measured as the difference between actual annual
earnings (AB and security market participantsd e
consensus analyst following as per Investment Brokersnkti Service (IBES) (EX
The unexpected earnings ar @ 18 dagslpeadtothey t he f
forecast:
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(AEi- EXi) (2)
UE = P

For eachdisclosure sample, an abnormal return ¢AfRgenerated around a three
day event window, for event day$, O, +1, where day O is defined as the date of the
earnings announcement identified by the Wall Street Journal. This approach is again
similar to theone used by Jain and Kim (2006). The market model is utilized along with
the CRSP equallyeighted market index and regression parameters are estimated between
-290 and-91. Abnormal returns are then summed to calculate a cumulative abnormal
return (CAR). Hypothesis 1 is tested by examining the coefficients associated with
unexpected earnings for NYSE study period firmg @md the coefficient associated with
unexpected earnings for Nasdaq study period firrgs (b

RESULTS OF HYPOTHESIS ONE

As shavn in Table 2, the coefficient representing the combined NYSE and Nasdaq firms
for the short run period of 2032013, h, is positive .09 (.01 significance level). The coefficient
representing NYSinly firms during the same period, lis positive, .03 Q5 significance level).

The coefficient representing Nasdaaly firms during this period, b is positive .15 (.01
significance level). All other coefficients are not significant at traditional levels.

Findings indicate that both NYSE and Nasdaq firmsehasignificantly positive effect on
security prices in the short run, while Nasdaq firms appear to exert a greater positive effect on stock
prices during these short run periods.

In addition, whenever regression variables are employed, thergrisbability of the
presence of multicollinearity within the set of independent variables which may be problematic
from an interpretive perspective. To assess the presence of multicollinearity, the Variance Inflation
Factor (VIP) was utilized. Values of Nl exceeding 10 are often regarded as indicating
multicollinearity. In the test of hypothesis 2, a VIP of 2.0 was observed, thus indicating a non
presence of significant multicollinearity.

Table 2 Test of Hypothesis 1

Model: CAR; = a + hUE + bhD1UE+ D2UE+ biMBj; + bsBit

+ bsMVi + &
a <] b2 bs: b bs  bes Adj. R?
.20 .09 .03 .15 .03 .15 .25
(.48) (2.36)(1.87p (2.44% (.53) (.69) (.39) 251

& Significant at the .01 level

b Significant at the .05 level

b; = Unexpected earnings of 2,311 NYSE & Nasdaq combined firms
20112013

b, = Unexpected earnings of 1,221 NYSE firms 2Q013

bs = Unexpected earnings of 1,090 Nasdaq firms 22013

b4, bs, s = Unexpected earnings of 2,311 NYSE and Nasdaq combined

firms 20112013

In addition to a crossectional regression analysis, a -oveey ANOVA test is conducted
to assess any differences between the NYSE and Nasdaq groups of firms. This includes the average
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percentage change in security prices for; NYSE firms (1,221) and Nfgdad1,090), around a
three day window (i.e-1, 0, +1, with day O representing the day of earnings release as per the Wall
Street Journal, for the study period 2&1113.

Table 3 shows the results of the ANOVA test and indicates-ratid-of 22.918with an
associated alue of .0000. When the Levene test was performed to assess for homogeneity of
variance, a Levene statistic of 6.6480 was obtained with a significance level of .001. This test
indicates significant differences in the varianceshef groups. These results, combined with the
results of the crossectional regression test lead to the rejection of the null hypothesis that there is
no difference in stock prices when comparing NYSE and Nasdaq firms in the short run.

In addition, close rmalysis of Table 3 indicates that the average composite
percentage change in stock price for the Nasdaq sample was +9.033, while the respective
change for the NYSE sample was +3.246. This indicates that there exists greater
movement in stock price of Naagl firms in the short run, in fact nearly triple that of NYSE
firms. The average stock price movement is significant and positive for both groups.

Table 3 Test of Hypothesis 1
One Way ANOVASummary

Groups Count Sum Averagé&/ariance
NYSE firms 1,221 3,963.8 3.246 5.2897
Nasdaq firms 1,090 9,845.9 9.033 2.9106
Source of Variation SS df MS Fratio Pvalue
Between Groups 2,56895 1 298.326 22.918 .0000
Within Groups 824.952 2,309 2.102
Total 3,294.257 2,310
Levene Statistic dfl df2 Twaetail Significance
6.6480 1 2,309 .001

TEST OF HYPOTHESIS TWO

The purpose of this test is to assess the relative information content of earnings
releases for NYSE firms versus Nasdiaas in long run periods. In order to accomplish
this, and similar to hypothesis one, a pooled esextional sample of firms contained in
each listing is derived for the period 192913. The following model is used to evaluate
information content:

CAR it = a + hUE; + bD1i{UE; + sD2iUEi; + uMBit + bsBit + BsMVit+ et (3)

WhereCAR;t = Cumulative abnormal return firm i, time t
a = Intercept term
UE: = Unexpected earnings for firm i, time t
D1y = Dummy variable, O for Nasddmms, 1 for NYSE firms
D2: = Dummy variable, O for NYSE firms, 1 for Nasdaq firms

MBit = Market to book value of equity as proxy for growth and
persistence

Bit = Market model slope coefficient as proxy for systematic risk

MVi. = Marketvalue of equity as a proxy for firm size

et = error term for forecast i, time t
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The coefficient a0 measurassthetdrmngsi nt er c e
response coefficient (ERC) for all firms in the sample (during both NYSE and Nasdaq
firms in long run study periods). The coefficientrbpresents the incremental ERC for
NYSE firms. The coefficientdrepresents the incremental ERC for Nasdaqg firms. The
coefficients h, bs, and la are contributions to the ERC for all firms in the samplea T
investigate the effect of the information content on ERC, there must be some control for
variables shown by prior studies to be determinants of ERC. For this reason, the variables
represented by coefficients though are included in the study.

Unexpected earnings (UEis measured as the difference between actual annual
earnings (AB and security market participantsd e
consensus analyst following as per Investment Brokers Estimate Service (IBEB) (EX
The unexpet ed earnings are scal)d@ ddyypridrtoehe f i r mo s
forecast:

(AEi- EX) (4)
UEi = P

For each disclosure sample, an abnormal returnASRyenerate for event days
1, 0, +1, where day O is defined as the date of earnings announcement identified by the
Wall Street Journal. The market model is utilized along with the CRSP eguatiited
market index and regression parameters are estimated be®@®eand-91. Abnormal
returns are then summed to calculate a cumulative abnormal returit)(CAYDothesis 2
is tested by examining the coefficients associated with unexpected earnings for NYSE
study period firms (¥ and the coefficient associated with unexpected earnings for Nasdaq
study period firms (§).

RESULTS OF HYPOTHESIS TWO

As shown in Table 4, the coefficient representing the combined NYSE and Nasdagq firms
for the long run period of 1992013, h, is pcsitive .10 (.01 significance level). The coefficient
representing NYSinly firms during the same period, lis positive, .17 (.01 significance level).

The coefficient representing Nasdaly firms during this period, b is positive .02 (.01
significane level). All other coefficients are not significant at traditional levels.

Findings indicate that both NYSE and Nasdaq firms have a significantly positive effect on
security prices in the long run, while NYSE firms appear to exert a greater positisteoeffeock
prices during these long run periods.

To assess the presence of multicollinearity, the Variance Inflation Factor (VIP) was
utilized. Values of VIP exceeding 10 are often regarded as indicating multicollinearity. In the test
of hypothesis 2, a/IP of 2.4 was observed, thus indicating a 4poesence of significant
multicollinearity.
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Table 4: Test of Hypothesis 2

Model: CAR: = a + hUE + bD1UE+ D2UE+ biMBi: + bsBit

+ bsMVit + &
a <] b bs by bs e Adj. R?
12 .10 A7 .02 .07 .11 31
(.51) (2.47(2.35¢(2.507 (.63) (.26) (.51) 301

& Significant at the .01 level

b: = Unexpected earnings of 2,274 NYSE & Nasdaq combined firms
19992013
b> = Unexpected earnings of 1,238 NYSE firms 12993
bs = Unexpected earnings of 1,036 Nasdaq firms 1838
b, bs, s = Unexpeatd earnings of 2,274 NYSE and Nasdag combined
firms 19992013

In addition to a crossectional regression analysis, a-aveey ANOVA test is conducted
to assess any differences between the NYSE and Nggeulgag of firms. This included the average
percentage change in security prices for; NYSE firms (1,238) and Nasdaq firms (1,036), around a
three day window (i.e-1, 0, +1 with day O representing the day of earnings release as per the Wall
Street Journafor the study period 1992013.

Table 5 shows the results of the ANOVA test and indicates-raid-of 22.474 with an
associated walue of .0000. When the Levene test was performed to assess for homogeneity of
variance, a Levene statistic of 6.9284&s obtained with a significance level of .001. This test
indicates significant differences in the variances of the groups. These results, combined with the
results of the crossectional regression test lead to the rejection of the null hypothesisdtaig
no difference in stock prices when comparing NYSE and Nasdaq firms in the long run.

In addition, close analysis of Table5 indicates that the average composite
percentage change in stock price for the NYSE sample was +10.149, while the respective
change for the Nasdaq sample was +3.510. This indicates that there exists greater
movement in stock price of Nasdaq firms in the long run, in fact nearly triple that of NYSE
firms. These results are the exact opposite when comparing the two exchangeshortth
run.

Table 5 Test of Hypothesis 2

One Way ANOVASummary

Groups Count Sum Average  Variance
NYSE firms 1,238 12,564.5 10.149 3.1892
Nasdaq firms 1,036 9,845.9 3.510 5.019

Source of Variation SS df MS Fratio Pvalue
Between Groups 2,229.875 1 247.198 21.474 .0000
Within Groups 699.253 2,273 2.091
Total 2929.128 2,274
Levene Statistic dfl df2 Twetail Significance

6.9281 1 2,273 .001
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CONCLUSIONS

A central markebased question posed by compandey is where to list, the NYSE or
Nasdaqg? A similar question is also being asked by investors as to which exchange, if either,
produces greater positive results. There exists documented differences between the two exchanges,
along with the types of copanies each tends to attract. Several studies have concentrated on the
rule changes for these exchanges and the subsequent impact on security returns or on issues such
as transaction costs and the impact that they have on security returns. Most autelssalyzed
security returns over short periods while providing minimal evidence for thetéomginvestor.

This study analyzes security returns associated with a sample of similar sized companies in each
exchange over a short run period (2@01.3) vesus a long run period (192913)

Findings indicate that, for short run periods, both NYSE and Nasdaq firms have a
significantly positive effect on security prices, while Nasdaq firms appear to exert a greater positive
effect on stock prices during theswa run periods. While for long run periods, findings indicate
that both NYSE and Nasdaq firms have a significantly positive effect on security prices, while
NYSE firms appear to exert a greater positive effect on stock prices during these long s perio

This research contributes to extant literature by examining a greater number of firms in
each exchange, delineating investment time periods by short run and long run holding periods, and
detailing which exchange might be more preferable for the stnonearsus the long run investor.

While firms in both exchanges produce positive stock price effects, the Nasdaq appears to be better
suited for short run investors while the NYSE seems a better fir for longer run investors.

REFERENCES

Amihud, Y., & Mendelson, H(1986). Asset pricing and the batk spreadlournal of Financial
Economics17, 223249,

Baker, H.K., PowellG., & Weaver, D.G(1999. Listing Changes and Visibility Gain@uarterly
Journal of Business and Economi88, 46-63.

Bessembinder, H. (1999). Trade execution costs onIM&X® and the NYSE: A posgieform
comparisonThe Journal of Financial and Quantitative Analy8#% 387407.

Cheon, Y. S,, Christensen, T. E., & Smith Bamber, L. (2001) oFaeassociated with differeas
in the magnitude of abnormal returns around NYSE versus NASDAQ firms' earnings
announcementgournal of Business Finance Accounti§, 10731108.

Chung, K. H., Van Ness, B. F., & Van Ness, R. A. (2004). Trading costquotd clustering on
the NYSE and NASDAGQafter decimalizationJournal of Financial Resear@y, 309-328.

Elliott, W. B., & Warr, R. S. (2003). Price pressure on the NYSE and NASDAQ: Evidence from
S&P 500 index changeBinancial Managemens2, 8599.

Huang, R. D., & Stoll, H. R(1996). Dealer versus auction markets: A paired comparison of
execution costs on NASDAQ and the NYSBurnal of Financial Economic41, 313
357.

Jain, P. K., & Kim, J. (2006). Investor recognition, liquidity, and exchange listings in the reformed
markés. Financial ManagemenB5, 21-42.

Kadlec, G. B., & McConnell, J. J. (1994). The effect of market segmentation and illiquidity on
asset prices: Evidence from exchange listifiepe Journal of Finan¢d9, 611-636.

Kim, J., & Jiang, C. X. (2009). Advessselection costs for NASDAQ and NYSE after
decimalizationlnternational Review of Financial Analysik8, 205211.

Loughran, T. (1993). NYSE vs NASDAQ returdsurnal of Financial Economic33, 241-260.

Merton, R. C. (1987). Presidential address:iipde model of capital market equilibrium with
incomplete informationJournal of Financet2, 483.

78



ASBBS eJournal; Voll11, No. 1;Summer 20%

Panchapagesan, V., & Kedia, S. (2011). Why do only some NASDAQ firms switch to the NYSE?
Evidence from corporate transactiodsurnal of Financial Market¢4, 109126.

Powell, G. E., & Baker, H. K. (1999). Listing changes and visibility gaihsarterly Journal of
Business and Economi@38, 46-63.

Reinganum, M. R. (1990). Market microstructure and asset pricing: An empirical investigation of
the NYSE andNASDAQ securitiesJournal of Financial Economic28, 127-147.

79



ASBBS eJournal; Voll11, No. 1;Summer 20%

ENTREPRENEUR OPTIONS:i FRANCHI S1 NGo VS. ALI CEN
( MCDONALDG6S VS. STARBURIKA AND CHI CI

Gerhardt, Steve
Hazen, Samuel
Lewis, Sue
Hall, Reggie
Tarleton State University

ABSTRACT

As entrepreneurs decide to open or pursue a small business, one important option available to most
entrepreneurs involves whether or not to purcha
small businesses started during the last 30 yeassihawlved either franchising or licensing. One

major reason small business owners choose to become franchisees or licetisess $snall

business models allow individuals to function as if they were operating a much larger enterprise or
corporationMany entrepreneurs could be confused over what fees are required, what the various

fees entail, and the difference between a Afran
number of fees and monthly expenseeestaaure. based ¢
|l mportant insights can be gained by analyzing t}

to fees and expenses as presented in an earlier paper, ASBBS Annual Conference Proceedings,
February 2011 (Volume 18, Number 1). Franchise/liediegs, security fees, base rent fees,
percent rent fees, service fees, and royalty fees, not to mention the various purchase cost options,

al | come into play when analyzing a potenti al
Comparing ChicKil-Aand 8§ ar bucks | icensees to McDonal dés f1
entrepreneurs identify possible issues. Based

comparisons of associated fees and expenses of franchised versus licensed companies can be
analyzed in a more enlightened manner. Licensing of @Higkand Starbucks will be compared
to a franchi s e dlindMeobparis@ns athddamalysior base

INTRODUCTION

Having limited funds available, combined with a lack of a complete undenstpafifranchising

and licensing, can be a significant barrier to someone attempting to become a franchisee or licensee.
Historically, required financial resources for the individual entrepreneur have been obtained from

various sources, such as immediatmify members, relatives, or banks. Franchising and licensing

models serve as a financial resource multiplier, effectively allowing the entrepreneur to operate a

small business with many of the attributes more often associated with much larger corporate

entities. A thriving large corporation is able to offer its franchisees and licensees an extremely

|l arge reservoir of resources. A fr admefior sor suct
comparisons of various other franchises and licensiraj irporations with regard to fees and

expenses.

The retail service sector, especially the restaurant sector, has become one of the more recognized
industries associated with the franchising and licensing forms of business structures. Many such

fast food franchising and licensing ventures have proven extremely successful. The name in this

industry sector that has risen to become the pinnacle of the fast food franchising sector is

Mc Donal dés and hence -ne fovfamschisa feesmadrexpenses.elh & e n't b a -
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previous paper (ASBBS Journal, Volume 9, Number 1, Summer 2013), comparisons were made of

fees and expenses of

Chickfil-A t o McDonal dés attempting to | ook for Si gl
licensing costs and expensé&is helps estimate future profits that may be realized in these types

of businesses. In this paper an analysis will made comparing the Starbucks license to further
enhance comparisons.

The current analysis will use descriptive statistics to summaridepresent data comparing the
franchise model of McDonal do sfil-A and $tdrbeickd. Weensi ng
will use a systematic comparison of fees, purchase prices, and projected annual revenues between
t he McDonal dés Afhandhiseaos mofg-Aand Starliuicks. diiis Chi c k
methodology will present opportunities for potential owner/operators in these types of businesses
to make solid decisions on what works best for their future financial success based on the data
col ect ed. Past and present I|iterature reviews o
little if any substantial data for comparisons. This is an area that we will begin to address in this
paper.

THE McDONALDOGS FRANCHI SI NG MODEL

When basdininga Mc Donal dés franchise, there are a var.i
into play with regard to individual store franch
operatords |l ease agreement withAamprasmsroiratmehtt o
specific restaurant. A portion of the table of

is shown agable |
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TABLE |
OPERATORG6S LEASE (SAMPLE)
TABLE OF CONTENTS
Article 1 SUMMARY OF FUNDAMENTAL LEASE PROVISIONS
Sec. 1.01
Termééeéééécééeecécééecéeéeéee. .. ée. 1
1.02
Rent ééécééééécecéeééecéecéeée. 1
1.03
Security Depositéééeéceéééeeéeééececéé
1.04
Legal Descriéptticenéééeé é.
1.05
Attachment, Exhibits and Added a é € é é éééé . .......... 1
Article 2 LEASE, PREMISES AND TERM
Sec. 2.01
Premi segsééééccécéécéeéeé. .  ée. 2
2.02
Terméetéeeéeéécééecéeeéceeé 2
2.03
Qui et Enjodmépreééééccéeéeée. . 2
2.04
Use of Pr eéntiéséeéscééécec éeéée. . . . 2
2.05
Rul e Against Perpéetédiétticés@Rééééé
2.06
Construction andelivery of Building and Other
Impr ovemeénétésééeée é 6 6 ¢ 6 éééééeéé.... 2
2.07
Acceptance of
Premi segéééécééeécécéécééeceéecé. .. .2
2.08
Lesseebs Compliance with Various
Requirement sééééééééécéecéeé. é. .2
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Article 3 RENT, TAXES, RECORDS AND REPORTS

Sec.

TABLE I (continued)
OPERATORO®GS LEASE (SAMPLE)
TABLE OF CONTENTS

-
-

301 Rentééeéeééeecééeecéeceecéeecéecéee.
301 (A) Basi
301 (B) Perc
301 (C) Defi
e
e

,,,,,,,,,,,,,,,,,,,,

,,,,,,,,,,,,,,,

,,,,,,,,,

,,,,,,,,,,

301 (D) Tax seééeecé e
301 (E) Oth Charges nd Expenseseé é
é é
303 Reportséééeéééééecééécecéééceeceéééeéece.
303 (A) Discrepancy in Reportseééééeécécceéecée
a

e
é
e
e
302 Recordsééeeeéééeeceeéececeéeeceeceeéeeeeed
é
e
e
é

303 (B) Default in Reportingeéeéceéeé é
303 (C)lnpection of Records by Lessor é
304 No Abatement of Rentééééecééecécééecéé
305 I nterest on Past Due Rentééeéeééeéeé
306 Lien for Rentéééeééecééecéecéécéecéeeceé
307 Security Depositéééeéééecéeéeéeeceéeéeeéecé
Article 4 OBLIGATION OF LESSEE
Sec. 401 Utilitieséééeéécéeéeéecéecéeeéeecéeecceéec
402 Maintenance and Repairéééeéééeéeéceeéece
403 Al terationsééeéécéécéeéécééeééeééecéce
404 Suretyéééécééeéécéecéeceéecéecéeecéec.
405 Lien Against Propertyééeécéééeééecéeréc
406 Assignment by Lesseeééééééécéééeééeéeé
407 License Agreement éééééééeéééeéeéeéeeeceeé
The Operators Lease is a filegal o document signed
and fees for thartesstpaeucriafnitc. McHXaocnha lidnddsi vi dual Mc L
separate and specific operatorés | ease. Mo st I
employ some form of lease/franchise agreement that clearly states terms, fees and expenses. Chick
fil-A and Starbucks, that are being bhse ned t o McDonal dés, al so hay
document/agreement that clearly states fees and expenses that will apply to the licensees.
(Franchise Fees sand Expense RequiomASBBRSNE . Base

Journal, Volume 9, Number 1, Summer 2013, ISSN 1HEH.)

Mc DONALDG6S TRADI TI ONAL/ CONVENTI ONAL FRAN

The majority of traditional (starnd | one bui |l di ng) McDonal dbés franchi
Franchises. 0 THidsd st rfadaintcihd sael iMc Dboansseed on a 20
franchi see and McDonal dés Corporation. The Ope
Mc Donal dés wuswually includes an ongoing service

sales/revenues dlat particular store. This 4% is used for advertising and marketing. This may
also be referred to as the advertising fee. This money is used for TV, radio, internet
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advertising/promotions, as well as other marketing choices. In addition to thihds,id an

ongoing fdAmonthly feeo (royalty) of 8. 5% to 13Y%
Corporation for use of the building which is wusu
is based on McDonal dbés Cor p darthdt padicularcestaurant.g t he |
This rent percent can be reduced in rare cases where the franchisee owns the building. There may

be a few cases where the franchisee owns both
Corporation usually owns thelanddant he maj or ity of buil dings where
| ocat ed. Hence, Mc Donal doés has become one of 1
holding companies; owning thousands of prime commercial locations throughout the United States.
Tablelipr esents an example of McDonal ddés esti mated

TABLE Il
AiMont hly Feeso to Mc DoBased ahdsnthly Sales
(Revenue) of $150,000.00 Per Month

Estimated
Monthly Sales/Revenues $150,000.00
x.10
PercenRent Fee (Figuring 10%) $15,000.00
$150,000.00
Service (Advertising Fee) x.04
$6,000.00

From Monthly Sales of $150,000.00 Franchisee Pays $15,000.00 + $6,00
$21,000.06 o0 Mc Donal dos

There are some initial cost s, in addition to t

(royalty) that are also required to be paid fo

include a security deposit (otiene payment of $15,00@nd the initial franchise fee of $45,000.

These costs are tied to the Operatords Lease Ag]

fees and deposits are in addition to the purchase price of the actual restaurant. The purchase price

reflects the &ir market value paid for an existing restaurant. Although there is no set purchase

price, a broad rule of thumb usually sets the purchase price betweeri’58%06 of t he st or e 6 s
st

h
r

annual sales for an exi sting rquidks thesfranghiséeitos h e d
invest 25% of the negotiated purchase price of a restaurant from personal funds while acquiring a
mortgage for the remaining 75%. Average reven

neighborhood of $1.56$1.8 million per yar. These fees and expenses are showalite 111.
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TABLE Il

Comparison Franchising vs. Licensing

Monthly Fees

Different related | Mc D o n a | | Chick-fil-A Starbucks

costs

% Rent (Royalty) | 8-13% of sales| 15% gross sales| 8-15% of salesrevenue
based on agreement, 2.5
of gross revenu
(sandwiches, bottle

beverages) 5% of gros
revenue from sandwiches

Service
(Advertising)

Fee

4% of sales

None

None

Purchasing Expenses

Purchase Price varies nond& no equity | noné& no equity
% Down of 25% non& no equity | non& no equity
Purchase Price
Franchise Fee $45K $5K $15$30K
Security Fee $15K None None
Projected Annual Revenues

$1.5%$1.8 $2-$3 million Avg. $750,000

million
Lease Agreement

| 20 years | yearto year | Varies (15 years)

Monthly advertising fees and monthly rent fees as well as the security deposit, franchise fee, and

the amount of money required as a down payment will be analyzed in the following paragraphs for

Chickfil -A and Starbucks which are being compared to Mcibidak .

TRADITIONAL CHICK

The majority of licensed Chiekl-A6 s a

fil-A b s

ar e not

bought

re

and sol d

-fil -A LICENSEE

t r-alahe lbcations. aThesesréstaurats are
operated by an individual who is licensing the restaurant from the @hikCorporation on a
year to year agreeant. Unlike most franchises, Chifik-A operators serve basically as partners
with the corporation, sharing bottom line profit, while acquiring no equity in the restaurant- Chick
a Ghiclfit-Ddoes aetaid 6 s

franct

all equity in the business. Hence, there are no initial purchase expenses (mortgage) or percent down

payments when serving as the licensee of a Gfiliek. The year to year agreement between
Chick-fil -A and the licensee does, hewver, involve a $5,000 initial fee which is substantially less
M c-fD-8 licented @arner? dublease a r
restaurants from Corporate Chifik-A and manage the restaurant. There are also no adwgrtisi

t han

the $45

, 000

for

t he

fees since Chickil -A maintains control over advertising.

fran

Chickfil -A does, however, have fees and expenses involved when one is a licensee. The largest
of these fees is the Operator Service Charge. This charge is usually 15% of monthly gross sales
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and also includes 50% of monthly net profit. There are other smaller expenses such as accounting
services (provided by Chielid -A) that are $60 per month and hardware/software support which
can run from $500$4,000 per month.

Chickfil-A 6 s O p ervica €Charges @eextremely high but indications are that annual revenues

are also high and may range from $2 to $3 million annually per traditional store. The most
significant difference between Chifk-A and McDonal dés or maehet ot her
lack of equity or ability to buy or sell when a Chifik A licensee decides to retire or move on to

another opportunity. All of these expenses for Chilcld are summarized ohable 1ll. (ASBSS

E Journal, Volume 9, Number 1, Summer 13, ISSN15EH)

STARBUCKS LICENSEE

The majority of Starbucks, in stasadbne locations with a lounge area and dtivel, are

corporation owned stores. There are 10,194 corporate owned stores and 9,573 licensed stores as

of September 2013. Mostofthecurrént i censedo stores appear to be
alone corporate stores and are found in large grocery stores (Kroger, Albertsons, Safeway) or in

retail shops (Target and Barnes and Noble). Licensed Starbucks are usually what you will also

find in casinos, college campuses and hospitals.

These smaller venue licensed Starbucks, which for this paper are of primary concern, are operated
by an individual or organization (casino, hospital, etc.) who is managing the Starbucks for some
agreed period fotime (1-5 years) per the licensee agreement with the Starbucks Corporation.

Unl i ke a McDonal dbés franchi se, Starbucks | icens
Corporation (like ChicKil-A), paying fees and product expenses to Starbucksadoutiring no
equity in the business. Starbucks <cannot be bol

Starbucks retains all control, ownership and equity in the licensed business. In other words, a
Starbucks license agreement does not allow the Beetws eventually sell his/her business and
leave with equity/profit from the sale.

As a result of this type of business model (licensing) there is no initial business purchase cost
(mortgage) while serving as a Starbucks licensee. There are, howeverpusireferences that

indicate an initial opening and equipment cost to the Starbucks licensee of approximately $315,000.

These costs are included to purchase the required restaurant equipment and marketing materials to
open a licensed Starbucks. Stals)like Chickfii-A6 s, are not bought and sol
Hence, there are no monthly mortgage payments in most licensed Starbucks. The $315,000
equipment purchase expense, plus the building rent expense, is all that is initially required to ope

a Starbucks.

There are some licensee stores found in the larger-atand buildings. Here the Starbucks
licensee has previously bought or owns the property for his Starbucks business before acquiring
the license. There is a specific licensee agreefoe each Starbucks licensee store that is usually
between 15 years and can cost between $15K and $30K. All Starbucks licensees are essentially
business managers, like Chifik A, who rent retail space or in some cases own the building they
are usingo operate a Starbucks. They pay required monthly fees to Starbucks while keeping the
monthly bottom line profit from that store. These Starbucks fees and expenses for a licensee vary
as much as-85% of the gross monthly revenues based on what is gadlgifdefined in the
specific license agreement. ThidB8% of the revenues can include fees of 2.5% of any sandwiches
and bottled beverages sold in that Starbucks. Certain specific Starbucks sandwiches can have fees
of up to 5% of gross revenue. Alswluded in expenses/fees for the Starbucks licensees is the
requirement to purchase specific Starbucks coffee blends only from Starbucks with all the
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associated food costs for these products. One of the best reasons to license a Starbucks involves
the alility to take advantage of the Starbucks name recognition. In addition to packaged coffee
bean® the company also places its name on cold, canned coffee drinks, breath mints, candy bars,
ice cream treats, and anything else that either contains coffedil@iysto be found in a coffee

shop. There are Starbucks brand travel mugs, tote bags, coffee grinders, and home espresso
machines. All of these items must be purchased directly from Starbucks Corporation and then sold
by the licensee with appropriateefegoing back to Starbucks Corporation.

The smaller licensed Starbucks found in grocery stores, colleges and airports appear to average
$750,000 in annual revenues based on 2014 SEC corporate filings. This average of $750,000 is
probably significantly laver than the Starbucks Corporate owned stlode stores which
probably generate $1-%2.5 million in annual revenues. All of these Starbucks fees and expenses
are displayed iable IlI.

CONCLUSION
Licensed businesses such as Starbucks and-Ghiakare significantly different than a franchise
business such as McDonal doés. Licensed businesse
to franchising. This appears to be tied to the
andnmdad incur an initial expense of purchasing t
The fees for operating a Alicensedo business do

business as shown Trable Ill. There are usually no corporate edising fees for licensed stores
since this expense is paid for the most part by the Corporation, while a franchise owner may be
paying 45% of monthly revenues for advertising to the Corporation. Some franchises also charge

an initial security fee ($15« Mc Donal d6s) whil e |l icensees are not
Indications are the initial franchise fee is usually relatively expensive (MB6kDonal dés) f or
longer agreement time (20 yeavc Donal dds) whil e the |l icense expe

$30K) and Chickil -A ($5K) are cheaper but for a significantly shorter period of timg ygars)
as shown imable lIl.

The most apparent cost saving factor in licensing is probably the possible lack of a monthly
mortgage payment since the licensee dmt®wn the business or purchase the business. The lack

of a mortgage payment eliminates a large monthly expense but results in no equity in the business.
There are numerous McDonal dés f r-BHriealsansthens payi n
acquring full equity in the business. When one looks at the monthly feed 8%8for products

required to be purchased by licensees of a Starbucks compared to the monthly royalty fees of 8

13% for a McDonal dbés, f r anc hithe exeeptioreohadvertising e ns e e s
fees. Licensing and Franchising models both involve food and labor costs which are large factors

on bottom line profit.

In summary franchising and licensing can both be very effective business models. Whether one

wishes toobtain equity in the business while paying down a mortgage is a significant factor to be
considered. The license and franchise models both offer opportunities to make significant monthly
profits based on the age ol dancaognecde pan do fo piehroant ewde
potential franchisees and licensees need to analyze the fees and expenses involved as discussed and
presented in this paper as well as analyzing the expenses of labor, materials, utilities and the impact

of a mortgage to deternméraccurate and reliable actual botthne profits. Only through careful

analysis of expenses and fees can one determine the best option available to them when comparing

a franchised to a licensed business.
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CRITERIA FOR OCEAN FREIGHT CARRIER SELECTION : A
PERSPECTIVE OF JAPANESE AUTOMOTIVE COMPANY IN
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ABSTRACT

Selecting feight carrier is one of thmostimportant activities in supply chain management
since transportatiosignificantly affectcost, efficiency, ability to deliver the product to
customer on time, and customer satisfactioAs a result, shippers are focusing on
developing framework and selection criteria to ensure that they select the right carrier. For
freight carrierit is ako important to understand how its customers (shippers) select carrier.
By identifying selection criteria, freight carrier will be able to focus its resources and efforts
to improve the areas that are more important for customer. Japanese automotas@ycomp
in Thailand is one of the most important groups of customer for ocean freight carrier due
to high shipment volumes both in importing parts to assemble and exporting vehicles to
other countries. Tdrefore the objective of this paper is to identifyteria that Japanese
automotive companiassein order to choosecean freight carrier. Five selection criteria

are identified which include reliability of service, quality of service, cost,-afikr service,

and perceived capability. The result shohat taftersale service is the most influential
factor affecting the ocean carrier, followed by reliability of service. These findings are
beneficial for ocean freight carrier in order to develop strategy to attract and retain its
customers. Focusing sbteon service price (cost) iso longer sufficient in today
competition carrier should place more attention to train its people and focus on customer
oriented strategy.

INTRODUCTION

Since 2008Thailand export valukas beenecreased in terms bbthvaue and growth
rate due to global financial crisis together waghpreciate value of Thai Baht against U.S
dollarin 2013 The growth rate was atgative3.72 pecent inthesecond quarter of 2013,
and the value of exporting was at 3.34 billion Bedrnpared to 3.46 billion in 2012The
decline in exporting undoubtedly affects demand for freight transportation especially sea
transportation since demand for transportation is a derived demand. Furthermore, with the
advancement in ship technology, \eissize has been increasing in order to achieve
economy of scaleUnfortunately, this also contributes to the situation that the supply side
of transportation (carrier capacity) starts to be higher than the demand from shipper. Thus,
competition among @an freight carriers has been more intense. Fierce competition leads
to stronger bargaining power from shippetcean freight carrier has to rely more on
aggressive pricing policies in order maintain market share asdle volumean order to
secure a&table revenue streantor instancejer freight charge of 40 foot dry container
from Thailand to Europe ithe second quartef 2013 compared to same period in 2012,
dramatically declinetby approximately 30%. In order to avoid price war, it is intgoatr
for carriers to understand how shippers (customers) select c&@yieentifying selection
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criteria, freight carrier will be able to focus its resources and efforts to improve the areas
that are more important for customérhe ocean freightarrier thatcan offer reasonable
price and be able to satisfy other selection factors such as service qaalggsily gain
long-term shipper satisfaction and customer loyadtyd be able to maintain revenue and
survive in todayo6s competition.

According tothe Department of Internaiin a | Trade Pr o topthreeon, Tha
export commodities in 2013 asdectronic parts, electronic goods, andaaotive parts
and CKD(completely knockedlown). Automotive parts and CKbasthe largest growth
rate 0f29.926 and 15.4%6 in 2012 and 2013 respectivelyhile dectronic partswhich
hasthe highest exporting valudgeclined3.13% in 2013 One can see that automotive
industry is likely to be an important group of customer for ocean freight carrier because of
the wolume and a potential to grow. To further understand automotive industry in Thailand,
the authors analyzed the players in the market and foundJépainese automobile
companiesre the dominant players. AccordingTioai Automotive industry Association
and the federation of Thai Industriethere are 16 Japanese automobile companies in
Thailand The top fiveJapanese automobile companiesluding Toyota, Mitsubishi,
Nissan, Isuzu, and Honda account for more than 85%edbthl vehicle exporvolume,
which isapproximately at 3.2 million uniis 2013

Thus, the objective of this study is to develop insight and idefaitfprsthat Japanese
automotive companies consider in selecting ocean freight cafriez rest of tls paper
begins withthe methodologyf this study. Literature reviewon freight carrier selection
criteriais then discussedAfter that, the papedescribs survey method and theurvey
results. Lastly, conclusicand the discussion apeovided inthe last section

METHODOLOGY OF THE STUDY

There are severakteps to performin order to achieve the objectivad this study
including

1. Review of related journals and theorieddentify relatedfreight carrier selectiowriteria.
(Secondary data)

2. Survey by using questionnaire to identifgight carrier selectionriteriaused in Japanese
automotive companieandthe importance level of each criterion (Primary data)

3. Analyze data using statistical method and provide recommendation on the faattteight
carrier should focus in order to attract new customers and retain current customers

LITERATURE REVIEW

Transportatiomplays such a crucial role in bridging global consuneenand and manufacturing
supply. Approximately 80% of global trade by ke, which accounts for over 70% of global
trade by value, is carried by Ocean transportation (UNCTAD, 2012). The ability to satisfy
customer in term of delivery performance is partly due to the ocean freight carrier that a company
choose to use. As asult, it is important to understand how company chooses a carrier. The
importance of carrier selection and the criteria used in freight transport decision has been studied
since the 1960s.

Cook (1967) found that the companies emphasize on cost, réfiabitid service as main
requirement in transportation. McGinnis (1980) examined the importance of the factors and found
that speed and reliability are the most important factors, followed by freight rate and loss/damage
rate. These two studies stated tin@ight rate was considered as the main requirement on transport
selection. On the other hand, various studies mentionegnimanfactors were considered more
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important than price factor. Burdg and Daley (1985) surveyed industrial shippers/usetd.&f the

inland waterway system and found that the important factors in selecting a transportation method

are ability to satisfy customerdés requirements,
allowance for large shipments. Martin et al. (198@hiified the five most important attributions

of buyers in selecting a transportation method which are ability to satisfy customer requirements,
dependable transit time, service consistency, low freight charges, and equipment availability.
Nevertheless, ost studies during 1960980, tends to indicate that price factor is the most

important factor affecting choice of transport selection. On the other hand, the studies conducted

during 19851990, has shown different indications in terms of choice of taathsplection where

non-price factor were considered more important than price factor.

For more recent studies, the more influential factors start to shift tpmanfactors. Whyte

(1993) found that the top 5 most important determinants of hauletiselbg Scottish Production
Industries are ability to provide a good service, Reputation for integrity, Flexibility to future
requirements, price and the likelihood of establishing a-teng relationship. The price factor and

the flexibility to future rguirement were at same ranking (3rd rank), while ability to provide good
service was the 1st rank. The researcher also pointed out the most important element of service was
flexibility especially the ability to meet requirements at short notice. MatehiGaay (1993)
examined whether shippers and freight forwarders employ different criteria in selecting freight
transport services. The study was based on the Irish Sea market for freight transport services.
Result of the study suggested the three mosbitapt factors for shippers were fast response to
problems, avoidance of loss or damage, antioa collection and delivery. On the other hand,

the top 3 attributes freight forwarders used in transport service selection were punctuality of sea
service, mailability of freight space, and high frequency of sea service. Kent and Parker (1999)
conducted research among U.S. export and import shippers and found that the top five most
important factors for export shippers were equipment availability, senggaidncy, reliability,
financial stability and service changes, whereas the top five most important factors for import
shipper were reliability, equipment availability, service frequency, rate changes and rate/
expediting. Larson and GammelGaard (2001pébthat the five most important selection factors
were pickup/delivery reliability, lead time performance, rates/price levels, geographic coverage,
and quality of personnel. Gél, and Catay (2007) showed that some shippers adopt the analytic
hierarchy praess (AHP) to support their carrier selection procéstotal of 27 selection criteria

are identifiedwhich can be grouped into 5 grougss followed

1. General company consideration factor including price, financial considerations, industry
experience, lagtion, asset ownership, international scope, growth forecasts and yearly
efficiency

2. Capabilities factor including optimization capabilities, IT systems, customer service, supply
chain vision, creative management and responsiveness.

3. Quality factor includingservice quality and performance, continuous improvement, and KPI
measurement and reporting.

4. Client relationship factor including availability of top management, cultural fit, service
cancellation, and general reputation.

5. Labor relations factor includingRipolicies, and availability of qualified talent.

Mohammaditabar and Teimoury (2008) studied various criteria used in different industries and

from multiple viewpoints and found that there are 28 selection criteria which were grouped into 5
different goups.

1. Insurance of service provision criteria including financial stability, ease of claim settlement,
building invoice accuracy, freight loss experience, carrier response in emergency situation
and ability to provide service that not damage goods.

2. Customer service criteria including reliability of on time pickup and delivery, flexibility in
scheduling, computer link, quality of drivers and personnel and shipment tracking and
tracing capabilities.
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3. Strategic compatibility including Reputation for igtiy, likelihood of establishing a long
term relationship, carrier representative, previous experience and administrative support.

4. Handling service including equipment, handling expedited shipments, customer clearance
capabilities, carrier ability to hatel special products, Geographic coverage, carrier
cooperation and cargo capacity limitation.

5. Cost relevant including cost, flexible rate, billing invoice accuracy, inventory carrying cost
and inventory cost required to produce the inventory to fill thelipig.

Yeung et al. (2011) studied selection criteria by analyzing through the theoretical lens of the
resourcebased view (RBV). The population of this research is exporting firm in Hong Kong and
the PDR region. The indicators of resoub@sed view of BL selection were timely response,
close relationship, delivery reliability, performance accuracy, creative solutions, efficiency
improvement, package service, automation, customized services, completed arrival, total cost,
shared schedule, and long radati In conclusion, the important carrier selection factors include
not only price/cost but also ngmice factors. In particular, the more recent studies show an
increase in the number of selection factors and the emphasis towaspisagofactors.

SURVEY METHOD

Based on the literature review in previous section, twenty four ocean freight carrier

selection criteria are identified and grouped into 5 categories as followed.

1. Reliability of service: ocean freight service provider can provide serviggrasiise
to customer.The factors in this category are total transit time, transit time reliability,
frequency and/ or consistency of service
services.

2. Quality of service ocean freight service provider can fdate transpadation
service solution to company. The factors in this category are quality of sales
representatives, special equipment, pickup and delivery service, willingness to
negotiate service change, equipment availability, and convenient picttujebwvery
time.

3. Servicecostocean freight service provideros c¢hi;
service from the service providefhe factors in this category are transportation rate
and willingness to negotiate rate change.

4. After-sale service ocean freight service providethe treatment of customeiter
sales. The factors in this category are quality of customer service, 24 hours support
team, fast response to problems and/or dependability in handling problem,
availability of shipment informatignIT tracking and trace system, accuracy of
invoice, and claims processing.

5. Perceived capability past performance and reputation of ocean freight service
provider. The factors in this category are cargo loss and damage rate, carrier
reputation, and finacial stability.

A questionnaire was developed to examine the importance of the above fastefigoint
Likert scales were employed for this study, 1 refers to the lowest important factor and 5
refersto the highest important factor

The top five Japarse automotive exporting companies in Thailamduding Toyota,

Mitsubishi, Nissan, Isuzu, and Hondeere sele&d as the survey population since their
combinedvehicle exportvolume accountedfor 87% of the total vehicle export from
Thailand. Purposive ampling process is obtained in order to select representative of the
population of interest without sampling randomhe questionnaire is divided into three
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parts, using various methods of question asking in order to identify demographic, current
job postion and degreef influential factors toward @ean freight provider selection and
ranking prioritization of factorQuestionnair@vasdistributed to 10 logistics employees of
each selected compatiyough various-enail communications tboth Thai logistcs staff

and oversea logisscstaff mainly inJapan, Europe and South Africdoreover the
guestionnaires are also distributed handduring many different events with targeted
companies such as weekly customer visiting event in order to minimizeespoanding

rate Fifty questionnaires are completed and returned (100% response rate) for further
analysis.The overall mean score wibe used taank factorsin order from the most
important to lovest important factor affectingcean freightarrierselection

DISSCUSSION OFSURVEY RESULTS

Out of fifty staffs from five companies surveyed, 56% of the respondents are located in
LaemChabang areand 44% are located in other areas sucBaagykok, Tokyo, Osaka,
United Kingdom and South AfricaAlmost 60% of therespondersticontacted thearrier
service provider aaroundl-3 times per day This indicates that they are a heavy user and
hasroutine and daily activities to deal with the service provider such as dealing with
customer service for la&ing creation, contacting sale represdine for price quotation,
and éc. Furthermore, more than half of the respondents have export volume of more than
100forty-foot containeper week. A majority of the respondents (96%)lLesEmChabang
port as gort of origin for export. This shows strong correlation between company location
and port of loading. The reason behind this relationshiphnantage cost saving, inland
transprtation cost saving, and flexibliene of empty container haulage process

For comparison among overall five selection criteria, it was foundhfitext-sale service
factor (u=4.45, SD = 0.46), reliability of service factor (u=4.18, SD = 0.47), service cost
factor (u=4.11, SD = 0.99), quality of service factor (u=4.01, SD = W&t¢ determined
as the most important factors in terms of ocean freight service provider selection. On the
other hand, perceived capability factor (u=3.86, SD = 1.09) was determined as the lowest
important factor Ranking of the most influential to thealst influential factor on ocean
freight service provider selection can be ranked in ordégllasved.

1. After-sale service factor

2. Reliability of service factor

3. Service cost factor

4. Quality of service factor

5. Perceived capability factor
Nevertheless, when analyzing each of the 24 factors individually, it was fourtdehap
ten most important factors are

1. Reliability of service factor transit time reliability

2. After-sale service facterdocument completely by carrier

3. After-sale serge factor- quality of customer service

4. After-sale service factorfast responds to problemsfaendability in handing problem

5. After-sale service factorissuing accurate invoice

6. Quality of service factor Equipment availability

7. After-sale service facto provide information concerned shipment

8. Qualityof service factor Quality of Sale representative and@oyees with positive attitude

9. After Sale servicéactor- 24 hours support team

10.Reliability of senice factor- Total transit time
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Although reliability of service factotransit time reliabilityis in the top rank,tiis
interesting to not¢hatthere are 6 aftesale service factoris thetop ten most important
factors on ocean freight service provider selecfi@ble 1 shows the importastore of
each factor and the rank of each factor.

Table 1: The rank of freight carrier selection criteria

Factor Score (5) Rank
Reliability - Transit time reliability 4.78 1
After-Sale Service - Document completely by carriers 4.72 2
After-Sale Service - Quality of customer service 4.72 3
After-Sale Service - Fast responds to problems/dependability in handing problem 4.70 4
After-Sale Service - Issuing accurate invoice 4.64 5
Quality of Service - Equipment availability 4.60 6
After-Sale Service - Provide information concerned shipment 4.48 7
Quality of Service - Quality of Sale representative and employees with positive attjtude4.48 8
After-Sale Service - 24 hours support team 4.44 9
Reliability of service - Total transit time 4.38 10
Cost - Transportation rate 4.32 11
Perceived Capability - Low frequency of cargo loss or damage 4.08 12
Reliability of service - Frequency and/or consistent of service 4.08 13
Quality of Service - Convenient pick up and delivery times 4.00 14
After-Sale Service - Claims processing 3.96 15
Quality of Service - Wilingness to negotiate service change 3.96 16
After-Sale Service - IT track and trace system 3.92 17
Reliability of service - Carrier's coverage services 3.90 18
Cost - Wilingness to negotiate rate change 3.90 19
Perceived Capability - Financial stability of carrier 3.86 20
Quality of Service - pick up and delivery service 3.76 21
Reliability of service - Schedule flexibility 3.76 22
Perceived Capability - Established name and reputation 3.64 23
Quality of Service - Special equipment 3.26 24

This finding stresses the importance of aftale service that freight carrier should place
more attention toCost factoftransportation rate isot even in the top ten factons;is
ranked athe eleventhplace. This finding agrees with the finding for overall ffaetors
ranking which showshat aftersale service factor had a significant higher average score
on the ocean freight service sdlen than the other factors.

Furthermore, the authors also perform further comparison analysis to determine whether
the five Japanese automotive companmace the important on each selection criteria
differently. It was found that the importance alf five factors is not statistically
significantly different for Toyota, Mitsubishi, and Isuzu. However, the importance of five
factors are statistically significant different at 0.05 level for Nissan and Honda.
Specifically, Nissan places more emphagis aftersale service factor, followed by
reliability of service; while Honda focuses more on service cost factor, followed by after
sale serviceTable2 showsthe company comparison fibreimportant score of each factor.
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Table 2: Summary of important factor for each company

Company
Toyota Motor | Mitsubishi Motor ] . Isuzu Mptors Honda Automobile
(Thailand) (Thailand) Nissan Motor (Thailand) International (Thailand)
(Thailand)
1. After-sale service (4.41) 1. Service cost (4.75)
2. Reliabilty of service (4.16) 2. After-sale service (4.49)
Factor Alfive fgctors arefAllfive fgctors are 3. Quality of service (4.10) Alfive fa_lctors are 3. Reliability of service (4.27
equally important] equally important equally important
4. Service cost (4.40) 4. Quality of service (4.03)
5. Perceived capability (4.0B) 5. Perceived capability (3.8}

The main objective of this study is &xplore and identify criteria thatapanese
automotive companiesise in selecting ocean freight carrier and also examine the
importance of each criterionBased on the literature review, it was found that selection
criteria include both price and ngumice factor. The degree of importance of price factors
has been decreasin@.he early studies (during 19d®80) emphasizedhat price is the
most importantactor, however thefocuswas shifted tawardsnon-price factorsn more
recent studiesFor this study, gestionnaire was distributed to logistics staff who work in
Japanese automotive companies in order to identify the criterithéatise in selecting
ocean carrier and also evaluate the important level of each criterias found that there
are five major selection criteria with 24 satiteria. The most important criteria i#ex-
sale service followed by eliability of senice, service cost quality of service and
perceived apabilities Nonetheless, when examining each-suterion individually, it
was found thateliability of service factotransit timereliability is in the top rank. tlis
also interesting to note #t there are 6 aftevale service factors in the top ten most
important factors Cost factottransportation rate is not even in the top ten; it was ranked
11™ on ocean freight service provider selectidrhis agrees with the recent literature that
seletion criteria started to shift towards nprice factors. Nonetheless, cost is still
important but not as much as stated in the past.

By understanding the selection criteria, ocean freight carrier can appropaiitebte
and prioritize resource® improve the areas that are more important for the customers
(shippers). @stomer service employees and sale representatireesgery crucial since
they may be the first and only physical point of contact betwéencbmpany and its
customer. Fontline oficers as customer service and sale representative play a dramatically
important position in customer perception of quality of service deliveérbdrefore, ocean
freight carrier should focus more people strategy and custormiented management
stratgy in order to better satisfy the customer and win the competition.
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IS THE AFFORDABLE CARE ACT HERE TO STAY? THE
SUPREME COURT WILL DECIDE

Pirrone, Maria M.
St. Johnds University

ABSTRACT: On March 23, 2010, Congress enacted the Patient Protection and
Affordable Care Act, Pub L. No. 11148, 124 Stat. 119 (2010) with the goal of increasing
the number of Americans covered by health insurance and decreasing the cost of health

care. Undet he | aw, mo st Ameri cans must either 0
insurance coverage or pay a tax penalty. Certain tools are available to facilitate the purchase
of i nsurance. More specifically, the | aw pr

through which individuals can purchase health insurance on a competitivevaigs the
Affordable Care Act, states have the option to set up insurance exchanges from which
consumers can purchase health insurance. If a state declines to set up an exchange,
insurance may be purchased from a federal Exchange. The Affordable Care Act (ACA)
also authorizes a subsidy in the form of a federal tax credit for many low and middle income
individuals to offset the cost of insurance provided on the exchange. Duritagtliew
years a number employers and individuals filed lawsuits contesting the authority of a
AFedeiFakti Vi tated Exchangeo to authorize a p
The issue in these disputes is whether the federal government caheafiér insurance
subsidies to individuals in the states that opted not to create insurance exchanges. Recently,
the Supreme Court granted certiorari to review one of the cases to resolve this important
controversy.

INTRODUCTION

The recent economiclimate coupled with the significant level of unemployment has

increased the focus on the inability to pay for rising expenses. One of the more common

living expenses that is of utmost concern is health insurance. With the rising cost of health
insurance dring the past years, Congress enacted the Patient Protection and Affordable

Care Act { h e 0)ACB1O with the goal of increasing the number of Americans

covered by health insurance and decreasing the cost of health care. Certain tools are
available tdfacilitate the purchase of insurance. More specifically, thepl@wides for the
establishment of AExchangeso through which i
a competitive basis

On March 23, 2012, the Internal Revenue Service issued a tilgalmplementing the

premium tax credit provision of th&CA. In its final rule, the IRS interpreted the ACA as

authorizing the agency to grant tax credits to certain individuals who purchase insurance
oneitherastate un heal t h i nsurfedarallef afcE X d ht aant geedd fAcErx céan
An Exchange is a means of organizing the insurance marketplace to help individuals shop

for insurance coverage and compare the insurance marketplace.

During the last few years, different group of employers and indivsde@hmenced four

di fferent | awsuits around t he c oFadlitatedy cont e:
Exchanged under Section 1321 of the Afforda
Two of the casedialbig v Sebelius758 F.3d 412, an#ing v. Burwell, 759 F.3d 358,

have been decided by their respective Circuit Courts of Appeals. The remaining two cases,
Indiana v IRSandPruitt v Burwellremain at the District Court level.
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Todaydés news is full of announenede@sionts r egar
review a decision of the Fourth Circuit upholding an IRS rule extending tax credits to

federally established exchanges. Two years ago, the Supreme Court decided on the
constitutionality of the landmark legislation that is formally knows the Patient

Protection and Affordable Care Act more commonly known as Obamacare. Last year, the
Supreme Court decided the hobby lobby case. The saga continues. Recently, the Supreme

Court granted certiorari to review the tax subsidy provision of therddible Care Act.

Although little attention had been paid to the tax subsidy, the implications of the conflicting

federal decisions can be far reaching. This paper will discuss an analysis of the conflicting
Circuit Courtsd de ondithoSumema Courte drant cextorart. h e d e «
Before the specific cases are discussed, a few key statutory sections are worth noting.

OVERVIEW OF THE RELEVANT SECTIONS
OF THE ACA AND CODE

Section 1311 of the ACA r egthandasary i, 2G4, Aeach
establish an American Health Benefit Exchang
ACA § 1311(b) (1)codified at42 U.S.C. § 18031(b) (1).

Section 1321 of the ACA directs HHhabstateo st ep

if a state decides not to establish its own Exchange, or fails to establish an Exchange
consistent with federal standards. Only sixteen states and the District of Columbia have

elected to set up their own Exchanges and ttfiaty states rely omederallyfacilitated

Exchanges. The ACA authorizes tax credits for many low and middiene individuals

who purchase health insurance through the Exchanges. The Exchanges administer a
program to provide advance payments of tax credits for eligibl@ithdils; where an

advance payment is approved, the Exchange arranges for the payment to be made directly

to the individual 6s insurer, | owering the ne
Section 1401 of the ACA sets forth how this tax credit is detewhin8ection 1401,

codified at 26 U.S.C. § 36Bcalculates this credit based in part on the premium expenses

for the health plan Aenrolled in [by the ind
State. o
Not withst
in 2012(h
who purchase healt

anding the »eBuk Savicé pramtlgatedirégelatidns t er n a |
t h e nglthe Brenfium tar aredit avadaklé to qualifying individuals
h insurance on stateor federallyfacilitated Exchanges. 26 C.F.R. §

1.36B-1(k).

Specifically, 26 C.F.R. § 1.36B(a) (1) provides that an applicable taxpayer who meets certain

other criteria is allowed a tax credit if he or
one or more qualified hea&aCRRS1B6BAk movitlesthatthegh an EX
term Exchange fAihas the same meaning as in 45 C. I

in the following manner:

Exchange means a governmental agency orpmofit entity that meets the applicable
standardsf this part and makes [Qualified Health Plans] available to qualified individuals
and/or qualified employers. Unless otherwise identified, this term includes an Exchange
serving the individual market for qualified individuals and a [Small Business Health
Options Program] serving the small group market for qualified employggardless of
whether the Exchange is established and operated by a State (including a regional
Exchange or subsidiary Exchange) or by HHS.
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Theseregulatonsit he | RS Rul edo) contradict section 1311
to Exchanges fAestablished by the State.o
I n describing the Rul e, the I RS noted that
language in 26 U.S.C. 8§ 36B(b)(2)(A) limitsetavailability of the premium tax credit only
to taxpayers who enrol |l i n qualified health

The IRS rejected such a limitation, explaining:

The statutory language of section 36B and other provisions of the Affordable Care Act
support the interpretation that credits are available to taxpayers who obtain coverage
through a State Exchange, regional Exchange, subsidiary Exchange, and the Federally
facilitated Exchange. Moreover, the relevant legislative history does not demotisditate
Congress intended to limit the premium tax credit to State Exchanges. Accordingly, the
final regulations maintain the rule in the proposed regulations because it is consistent with
the language, purpose, and structure of section 36B and the Afforciatd Act as a whole.

Section 4980 of the ACA provides for an femg
penalty. This provision may require an fnasse
| arge empl oyer o i f that lebealih toveyagertoitbfdiind s t o pr
employees and their dependents. The availability of the subsidy also triggers the assessable
payments under the employer mandate. For employers, the availability of subsidies
triggers the Aassesnsaoblce pdemdArt & Weaenp | toy e 1
Section 5000 of the ACA, the Minimum Coverage Provision, which requires most
individuals either to maintain qualifying coverage or to pay a tax penalty for failure to do

so. The IRS has also promulgated a regulatidtS Rule™) that grants premium tax credits

to individuals in all Exchanges, regardless of whether they areratater federally

facilitated.

By expanding subsidies to coverage on HHS Exchanges, the IRS Rule triggers ACA mandates and
penalties for millims of individuals and thousands of employers. For individuals, eligibility for a
subsidy triggers the Actodés individual mandate f
credits thereby reduce the number of individuals exempt from the minimum covegagement,

and in turn increase the number of individuals who must either purchase health insurance coverage

at a discounted rate or pay a penalty.

KING V. BURWELL AND THE FOURTH CIRCUIT

The facts irKing are not overly complex. Plaintiffs are a graafpindividuals residing in Virginia,

which has declined to establish its own exchange. Pursuant to its statutory authority, HHS has
established an Exchange in Virginia. Under the IRS Rule, tax credits are available to eligible
individuals purchasing quéiked health plans in those states.

The plaintiffs did not want to comply with the individual mandate, and given their low incomes,
would not be subject to penalties for failing to do so but for the IRS Rule. The cost of the insurance
on the federaliyfacilitated Exchange irVirginia exceeded eight percent of their projected
household income for 2014, so therefore they would have been eligible for a certified exemption
from the Minimum Coverage Provision penalty for 2014 without the subsidy. However, the
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plaintiffs were eligible for a subsidy that brought them within the ambit of the Minimum Coverage
Provision.

Plaintiffs alleged that a regulation promulgated by the Internal Revenue Service ("IRS"), which
extends eligibility for premium assistance sdies under the Patient Protection and Affordable
Care Act ("ACA") to individuals who purchase health coverage through fedéaallitated
Exchanges, exceeds the IRS's statutory authority, and is arbitrary and capricious, and is contrary to
law in violation of the Administrative Procedure Act ("APA"). Plaintiffs argued that, as a result of
the IRS Rule, they incurred some financial cost because they were forced to buy insurance or pay
the Minimum Coverage Provision penalty.

Defendants in turn moved thmurt to dismiss Plaintiffs’ Complaint and uphold the relevant
regulation.The Plaintiffsarguedthat the statutory language calculating the amount of premium tax
credits according to the cost of the imsurance
Exchange establ i shedpredudetthee ISR %@ s iumtdeerr p rAelt3altlioo n
are also available on national Exchanges. 26 U.S.C. 836B (b) (2) (A), (c) (2) (A) (i) (emphasis

added).

The Fourth Circuit applied the familiar tvgtep analytic framework set forth @hevron U.S.A,

Inc. v .Natural Res. Def. Council, In@67 U.S. 837 (1984). "Chevron deference is a tool of
statutory construction whereby courts are instructed to deftretoeasonable interpretations of
expert agencies charged by Congress to fill anyiefapmplicitly or explicitly, in the statutes they
administer."Nat'l Elec. Mfrs. Ass'n v. U.S. Dep't of Enerép4 F.3d 496,504 (4th Cir. 2011).
Chevron deference rames a court to undertake a tywart analysis to review an agency's
regulation. At the first step, a court must look to the "plain meaning" of the statute and determine

if the regulation responds to it. Id. at 837, 84 If it does, the inquiry need noontinue. Under
Chevron, if a statute is unambiguous regarding the question presented, the statute's plain meaning
controls.Morgan v. Sebeliy$94 F.3d 535,537 (4th Cir. 2012).

In order to be ambiguous, disputed language must be "reasonably susceptitlifferent
interpretations.'Nat'l R.R. Passenger Corp. v. Atchison Topeka &Santa Fe R@Tbl).S.451

However, if the statute is susceptible to multiple interpretations, thewdluhove t o Chevr ond
second step and depregation soolong ds ét is dapednon @ Pesmissibtet e r
construction of the statute.

The plaintiffs asserted that the plain language of both relevant subsections in 836B was
determinativethe language says what it says, and that clearly mentionswtadedanges under

81311. They argued that Congress meant to include fedératlyExchanges, it would have not

speci fically chosen the word fAstateodo or refereil
because state and federal exchanges are referregai@tely in 81311 and §1321, the omission in

Code 836B of any reference to Exchanges established under 81321 represents an intentional choice

to exclude federal Exchanges and include only state Exchanges established under §1311.Although

the Fourth Circuit hought that the pl ai couriatkhodviedgedothatt i on wa
when conducting statutory analysi s, Afa reviewin
particular statutoryqmvision in isolation. Ratherhé meaning or ambiguty i of certain words or

phrases may only become eNadeht Asssiém ¢@f atlethe i B
Defenders of Wildlifes 51 U. S. 644, 666 (2007) . With this i
counterargument poietl to ACA 88 1311 and 1321, wich, when read ionjunctionwith 26

U.S.C. 8§ 36B, provide an equally plausible understanding of the statute, and one that comports with

the I RS6s interpretation that credits are avail e
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The ourt opined that thdefendants have ttstronger position, although only slightly. Given that
Congress defined fAExchangeod as an Exchange esta
1321(c)o6s directive that HHS establish fisuch EX«
on behalf ofthe state when it establishes its own Exchange. However, the oaldtrat ignore

thecommors ense appeal of .tBased spldlyan thetlahdgudge aind cantegtofme n t

the most relevantatutory provisions, the court coutt say that Congrs s 6 swasclear and t

unambi guous tsaay othéforetcéopeetation. 0

The court next examined two other relevant provisions of the Act to see if they shed any more light

on Congressoos i nt en tdthatrepdrtingspivisions ith&36BI(B doefliE@dl a nt s ar ¢
with the plaintiff dthatithe premiumtag cragits meshbe availdbleoro nf i r m
federallyrun Exchanges. Section36B(ff i t | ed fReconciliatioh of <creoc
requirestheIRStoredue t he amount -ofyearareniuanxap aegieby thesamaum d

of any advance payment of such credihere wasno dispute that the reporting requirements
appledregardless of whether an Exchange was established by a state or HHS.

The second our ce of potentially irreconcilable | angu
provision under ACA § 1312egarding which individuals may purchase insurance from the
Exchanges. It provides that only ftheiedividudli ed i ndi
mar kets offered through the Exchanges, and expl &
firesides in the State underAQA §é&32. ahle Hefesdantschegit he EXx c h
that unless their reading of § 1321 is adoptedi inderstood to mean that the federal government

stands in the shoes of the state for purposes of establishing an Exchange, there would be no
figuali fied indivi dufadrstates withifeddrallynfgcilitated Exchargest hi r t y
because none dfito se st ates i s a ASt at Ehisintbrprétatiomweodlda bl i s hed
leave the federal Exchanges with no eligible customers, a result Congress could not possibly have
intended. The plaintiffs acknowledged that this would be untenable.

Afterthe Fourth Circuit considered the partiesbd co
referenced sections, it remain unpersuaded by either sidecoTaee t o pi ned, nAgai n,
think the defendants make the better of the two cases, we are not convatcedher of the
purported statutory conflicts render Congresséb
arguments athcounterargumentsthatmead di scerni ng Congressés intent

After both parties concedkthatthe legislative history of thAct was somewhat lackinghe
court acknowledged that the Actodés |l egislative hi
of tax credits.

Finding that Congress has not ddithreeautrhoyeds poken
toChevrmm 6 s s ec onads ketde pwhaen c er t Wwasbased anerperngissible act i on
construction of t hEhe codrtandtedtthat. itdwilh2a  luds.ur pt a®%4 A.gen
interpretive authority by supplanting its construction with our own, so lsrigeainterpretation is

not o6éarbitrary, caprici ouslheorcoma i icdusgpectioneyd , c dint r
meets this standard if it Orepresents a reasona
commi tted t o tyhet haeg esnidagobust ewadrodVer llave beemctear that i

ireview under this standard is highly deferenti a
acti onOhviad i\Walol . Envt ol C 0,896 F.8dil o7 n192(4th CRO0Y).c o ma Co a

Thecourt could not discern whether Congress intended one way or another to make the tax credits
available on HHS facilitated Exchanges. The relevant statutory sections appeared to conflict with
one another, yielding different possible interptietss. h light of this uncertainty, the Court
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appliedthe principles of deference called for by Chewdrich dictates that a court defer to the
agency 0.sThedcbuah Greuir eached Chevronds second step ai
| an g ua gceptideso mbre precise definition and open to varying constructions.

Thecour t not ed, i What we must decide is whet her t
the tax credits would be available on federal Exchanges. In answering this questi@n in th
affirmative we are primarily persuaded by the I

of the Act . o

The Fourth Circuitheldil t i s thus entirely sensible that the
making Chevron deference appropriate. Conont ed wi th the Actdés ambigu
rule ensuring the creditsd broad availability ai

permissible construction, we must defer to the IRS Rule.
HALBIG AND THE D.C. CIRCUIT

The plaintiffs inHalbig contended thahat the IRS Rulgiolated the plain language of the

ACA, which provides that an individual 6s t a
i nsurance pur c h aestablished by the Stated E ° € hguedghatthe s ar
regul ations exceed the scope of the agency
capricious, an abuse of discretion, or otherwise not in accordance with law

The U.S. District Court for the District of Columbia held on January 15, 201&éuéion 1321 of

the Affordable Care Act not only allows the federal government to create an Exchange but also

allows for the tax subsidy. However, that decision was reveérgatie D.C. Court of Appeals

within hours of theKing decisionin the Fourth Cicuit Court of Appeals. The D.C. Circuit ruled

that a Federal Exchange was plainly not fiestabl:i
vacated.

The Fourth Circuit and the D.C. Circuit agreed on four major points. The courts agreed that Section
36B limits subsidies to Exchanges that are established by states, such a reading would not create
absurd results in the rest of the statute, the legislative history did not refute the plain meaning of
the law, and Congress had a plausible meaning for theéswt used.

However, the D.C. Circuit Court of Appeals refused to proceed to the second step of Chevron

analysis, and allow the IRS deference. Unlike Itieg court, theHalbig court did not find

ambiguity. The court rejected the argument that 81321 bfe A CA and wuse of the
created relevant fequi val enc e oHalbigcouwtepmedthatt at e anc
subsidies under A36B turn on fAwho establishedo
festablished by the State. oo

CONCLUSION

The Fourth Circuit has ruled in a®Bdecision that the IRS regulation confirming that tax

credits and subsidies are available to individuals purchasing health insurance through the
federal as well as state ExdtrRramgescyds ai Sge
The same day that the Fourth Circuit issued its rulinging, the D.C. Circuit issued a

contrary ruling inHalbig. Recently, the Supreme Court granted certiorari to reimg.

Two years after upholding the Affordable C#et by a single vote, the fate of President
Obamads s i gaara tegimeeis once adaih im the hands of the U.S. Supreme
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Court. The results of this appeal could block people in 36 states from getting tax subsidies.
Two Courts of Appeals are squaretivided over its facial validity. The resulting
uncertainty over this major plank of ACplementation means that millions of people

have no idea i f they masybsidize their health cavdrage | RS 06
Empl oyers in 36 states have no idea if the
mandate, or are effectively exempt from it. Insurers have no idea if their custoithers

pay for health coverage in which they enrolled, or if large numbers will ltlefau
Additionally, the Treasury has no idea if billions of dollars being spent each month were
authorized by Congress, or if these expenditures are illegal. Only the Supreme Court can
definitively resolve the matter. Time will tell if this matter will peoto be a mere cold

which will pass with time or a fatal disease which sounds the death knell of Obamacare.
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LONG-RUN RETURNS FOR RETIREMENT PORTFOLIOS USING
DIFFERENT IBBOTSON PORTFOLIOS

Rayhorn, Charles
Northern Michigan University

ABSTRACT

This study showed that the decades of 1930 and 2000 were the two worst decades since
1926; while the decades starting in 1950, 1980 and 1990 were the best. For many readers
of this paper, we havead the two best decades (1980 and 1990) as well as the worst decade
(2000) for retirement accounts.  Furthermore, the results also show that for normal
retirement saving horizons (15 years or more) a saver would have done fine, even with
these two horfic decades; and there is little merit for shifting all or some of your portfolios

into T-bills for the last five years of saving.

INTRODUCTION

A USA Today article entitledcrimfnoecltBetsulLnoad
Wagonner(2010)summed up investment returns for the first decade of tHee&ttury

grim. My research shows the wealth relative for the Ibbotson Large Company Total

Returns (LCSTR) was 0.909 for the period 2@009. This was worse than the depression

decade (1930939) with a wealth relative of 0.995. All other decades for the period of

this study (1926013) had a positive retyrwealthrelative greater than one. These grim
results were nothing that most inveertors di
numerous conversatiormnongfaculty at ouruniversity, and | am confidentn other

universities as well. Another interesting question for us, with a retirement horizon of 5 to

10 years, is how this last decade affected retirement accounts and howethess

compare with prior decades. The purpose of this study will attempt to answer this question.

LITERATURE REVIEW, M ETHODOLOGY AND DATA

Past studies have looked at this very questi@vy (1978) Reichenstein 986) and

Butler (1991) used asingle sum, not periodic contributions for various holding periods.

They concluded that stocks outperform Treasury bilButler & Domian(1992) used

| bbot sonds real returns and sampling with
retirement holding p@ds from 1926 to 1990. They conclude that the stock market is the

better choice for longerm retirement investing. A clever paper Hickman, Hunter,

Byrd, Beck, & Terpening(2001)uses a sample with replacement technique to examine

the difference imeturns between different retirement asset classes for the peésidike
ButlterandDomand6s wor k their data isnét inflation
not being in risky assets (common stocks) for long investment horizons. They do find
maimginal support for several switching strategies for investors with shorter investment
horizons.
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Decadelong wealth relatives (decaa@mding price level/decaedw®eginning price level)
were calculated for all decades, starting in 1930 (4198%D) through 2010 (2002010),

and for 1926 to 1929 and 202013. Wealth relatives for the period 19P&29, 200

2013, and 1922013 were also calculated. The purpose of these calculations was to
estimate one time, or single sum, investments.

Besides single sum wealth relatives, we calculated wealth relatives for investors who make
payments into a retiremeplkan yearly. Our hypothetical investor is assumed to be a wage
earner that contributes a fixed proportion
inflation, each year over a retirement saving's period. The Ibbotson Inflation Index serves
as theretirement plan contribution inflator. The plan contributions are then invested in an
equity's market index fund with the Ibbotson Large Company Total Returns (LCSTR)
serving as the investment proxy. For a five year savings period the calculation would be
$1.005(R5t0-4) (R-4t0-3) (R-3t0-2) (R-2t0-1) (R-1t00)

+$1.00s5(1-5t0-4) (R-4t0-3) (R-3t0-2) (R-2t0-1) (R-1t00)

+$1.00s(1 -5t0-4) (I -4t0-3) (R-3t0-2) (R-2t0-1) (R-1t00)

+$1.00s5(1-5t0-4) (I-4t0-3) (I-3t0-2) (R-2t0-1) (R-1t00)

+$1.005(]-5t0-4) (I-4t0-3) (I-3t0-2) (I-2t0-1) (R-1t00)

Where R is 1#, and | is 1+ r is the return for the year in question, ansl the inflation

rate from the prior year. The subscripts for R and | represent the time period relative to the

end of the holding period. Tdimvesting stauts e v al u
at the beginning of the period, and no eflelw at the end of the holding period. One of

the assumptions that differentiate this project fi@otler & Domian (1992)s that the
inflation adjustment for the invested amount
that pay increases are basedonsato of | i ving adj ustment wusing

If $1.00 is the initial annual contribution, this yearly installment will be indexed up or down

as price levels change. The indexed installment will be invested thettheurrentequity

market level, and the resultant portfolio value will subsequently reflect both market
performance and the saverds wage | evel assun
a lag of one year). Savings and investment periods of 5, 10, 15, 20, 25, 30, 35aas40 y

are evaluated for participants who start saving in 1926 and all following years. $1.00 was

used so that results will be for every dollar invested.

These results are based on actual, not simulated, returns. The holding periods are started
for EVERY year between 1926 through the beginning of 2009. (The beginning of the year,
2009 is the latest one could start a five period compounding.) So every holding period
overlaps the one next to it. For example, X826forty-year holding period overlapbd

1927 fortyyear holding period by 39 years. Likewise, the 1928 fgesr holding period
overlaps the 1927 and fortyear holding period by 39 years, etc. We recognize the fact
that summary statistics will be biased, but we were interested in howsempenwould

have fared investing for retirement, assuming various holding periods and a salary
contribution adjustment based on inflation. Thus the results will show this for all various
holding periods beginning in 1926.
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The data used are from th812 Ibbotson SBBI Classic Yearbook. The data are yearly
LargeCompany Stocks Total Returns (LCSTR), U.S. Treasury Bills Total Returns
(TBTR), and Inflation.

There were three investment strategies for each holding period: being htdangany
stocks being in Fbills, and being in the larggompany stocks with a switch tebills for

the final fiveyear period before retirement. The purpose for the switch portfolio is to
examine if there is merit in shifting from risky to safe assets as one apgsaatirement.

RESULTS

Table 1a repostannual returns for LargE€ompany Stocks Total Returns by decade for the
study period 1926 through 2013. The first row of data is the wealth relatives for the period
in question. These statistics show that tnst filecade of the 21century was the worst
decade for investing, even surpassing the decade of the great worldwide depression. This
fact will affect the holding period returns for the various retirersaning horizons
starting in the 1960s. There are some other periodaghout the years of this study that

have negatively affected retirement results.

Table 1l a
Summary Statistics for yearly returns by decade

Wealth Relatives are the product of yeathyr

2009 1999 1989 1979 1969 1959

2000 1990 1980 1970 1960 1950
WR 0.909 5.328 5.039 1.768 2.121 5.866
Mean 0.012 0.190 0.182 0.075 0.087 0.208
Median 0.052 0.220 0.201 0.104 0.118 0.212
Stdev 0.211 0.142 0.127 0.192 0.144 0.198
Range 0.657 0.407 0.374 0.637 0.370 0.634

Min -0.370 -0.031 -0.049 -0.265 -0.101 -0.108
Max 0.287 0.376 0.325 0.372 0.269 0.526
Sum 0.121 1.899 1819 0.752 0.868 2.084
Count 10 10 10 10 10 10

% + return 60% 90% 90% 70% 70% 80%

Table 1a continued
Summary Statistics for yearly returns by decade
Wealth Relatives are the product of yeathr
1949 1939 1929 2013 2013
1940 1930 1926 1926 2010
WR 2405 0.995 2.018 4676.4 1.804
Mean 0.103 0.053 0.211 0.118 0.086
Median 0.123 -0.009 0.246 0.143 0.086
Stdev 0.165 0.347 0.241 0.202 0.092
Range 0.480 0.973 0.520 0.973 0.129
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Min -0.116 -0.433 -0.084 -0.433 0.021
Max 0.364 0.540 0436 0540 0.151
Sum 1.030 0.534 0.843 10.282 0.172
Count 10 10 4 87 2

% +

return 70% 40% 75% 73% 100%

*The wealth relative is not a monthly calculation but sinply decade closing price divided by
the decade opening price. The data in the rest of the table are summary statistics for monthly
returns

Table 2a gives the summary statistics of retirement peverlthrelatives generated by
increasing each year6s nominal contribution
one year) and investi ng LargeConipany StatkF#otd et 6 as
Returns series from Ibbotson. There are noholdingped hor i zons where you
However, when you get to the 10 year horizons you do have a period where you wind up

with less than if you had taken your contributions and put them into a safety deposit box,

this occurred in the holding period stag in 1999. The same is true for tfiee-year

horizons. The years where this happens are-1930, 1936, 1937, 1970, 1998, and 2004.

The poor performance in the 1920s through the 1930s was due to inflation and negative

stock returns. Deflation ocawd from 19261928, 19301932, and in 1938939. The poor
performancan thedecade from 206Q009 is from the fact that returns were worse than

for the late 1920s and throughout the 1930s. Inflation{CRbm Ibbotson) for the first

decade of the secomdillennium was below the lonatgrm average. Ofoursethe pay

reduction was much worse than inflation would indicate during the depression, as well as

the period after 2008.

Table 2a
Summary Statistics for various Retirement Saving Period WRelttives from 1922013
These relatives are for lagged inflation and returns on Ibbotson Large Company Total Returns

Retirement Savings Periods

40 35 30 25 20 15 10 5
Mean 2681.43 1345.45 677.28 322.46 147.63 62.50 24.60 7.77
Median 2682.44 1169.77 627.01 316.57 132.45 58.18 22.39 7.70
Stdev 916.11 520.89 316.02 177.70 73.02 28.79 9.00 2.13
Range 4282.64 2400.78 1475.88 901.08 275.35 105.65 31.47 9.60

Min 1265.51 731.32 295.00 1.02 49.01 15.68 9.67 2.33
Max 5548.15 3132.11 1770.88 902.10 324.36 121.33 41.13 11.93
Sum 131390 72654 39959 20638 10187 4625 1944 652.82
Count 49 54 59 64 69 74 79 84

Table 2b gives the summary statistics of retirement peaviealthrelatives generated by

increasing each year6s nominal contribution
one year) and investi ng -BilhTotal R&urnd seaes fkomt 6 as ¢
Ibbotson. There are no holding period horizofsevr e y ou 6&ldwevergvhent al | . 0

you get to the 15 year horizons you do wind up with less than if you had taken your
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contributions and put them into a safety deposit box, this occurred in the holding period

starting in 1926 and 1927. Renyearhorizonsthis occurs from 1926 through 1931. For
thefive-yearhorizon,this occurred in 1928 through 1932. You do sacrifice the potential

for much larger gains in your retiremexdcountand you donét remove the
in fact, the number ofitnes you wind up with less than if you had done nothirgyester,

thirteen vs. ten times fdrarge Company Stock3otal Returns.

Table 2b
Summary Statistics for various Retirement Saving Period Wealth Relatives fror@026

These relatives arfor lagged inflation and returns on Ibbotsdrhill Total Returns

Retirement Savings Periods

40 35 30 25 20 15 10 5
Mean 465.49 286.89 171.99 100.84 57.50 31.35 15.74 6.21
Median 519.10 283.71 133.98 73.94 43.09 25.19 14.11 5.93
Standard Deviation 234.83 162.54 103.72 59.92 3091 13.78 4.89 1.07
Range 667.07 458.18 301.93 173.96 99.02 50.34 20.88 5.63
Minimum 95.64 7259 53.66 39.61 2441 14.38 896 4.13
Maximum 762.70 530.77 355.59 213.57 123.43 64.72 29.84 9.76
Sum 22809 15492 10147 6454 3967 2320 1243 522
Count 49 54 59 64 69 74 79 84

Table 2c gives the summary statistics of retirement peviealthrelatives generated by
increasing each year6s nominal contribution
one year) and investingtinh e o0 mar ket 6 as defined by the La
from Ibbotson with a switch to-ill returns in the last five years. There are no holding
period hori z d:nes iwthowavierlwhetyou gétltodhe 10 year horizons
you do windup with less than if you had taken your contributions and put them into a

safety deposit box, this occurred in the holding periods starting in 1928 &1929. The 5 year

horizon is the same for Table 2b since you are-mill§, and ths occurred in 1928 tbhugh

1932 You do sacrifice the potential for much larger gains in your retireamaaunt and
you donét remove the downside risk. The num
off doing nothing is nine, ten and thirteen for the Switch portfoliage Stock Total

Returns, and bills respectively.

Table 2c

Summary Statistics for various Retirement Saving Period Wealth Relatives frorl@A126
These relatives are for lagged inflation and returns on Ibbotson Large Stock Total Returns

with a switch to Thills for the last five years

Retirement Savings Periods

40 35 30 25 20 15 10 5
Mean 2155.24 1071.52 512.01 232.67 102.41 43.84 17.90 6.21
Median 2103.29 1005.74 475.71 221.94 99.67 41.08 17.54 5.93
Standard Deviation 598.76 364.27 207.58 91.46 38.76 14.80 5.18 1.07
Sample Variance 358512 132694 43089 8365 1502 219 27 1.14
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Kurtosis 2.24 2.66 2.04 -0.57 -0.73 -0.64 0.60 2.01
Skewness 0.98 1.34 1.15 033 010 017 053 117
Range 3026.10 1861.76 1011.69 370.44 161.36 59.22 24.53 5.63
Minimum 1003.56 419.06 152.95 65.29 26.25 1593 7.16 4.13
Maximum 4029.66 2280.82 1164.64 435.73 187.61 75.15 31.68 9.76
Sum 105607 57862 30209 14891 7066 3244 1414 522
Count 49 54 59 64 69 74 79 84

* Note that the last column is the sanaes for Table 2b
Table 3 lists the Coefficients of Variation (CV) for the three portfolio types in this study.
The Coefficient of Variation is defined as the standard deviation divided by the mean.
Some interesting results present themselves here. Using the CV asasurerd risk the
Inflation/Large Stock Returns portfolio is safer than being in Inflatignli§ until you get
to the fifteen or fewer retirement horizons. The Switch portfolios have a lower CV than
all the other combinations.

Table3

Coefficient of driation (Stdev/Mean) from 1928013

CV Tills is for the inflation and-bill portfolios, CV G STKs for the inflation & Large Stock series

and CV Switch is fohe inflation & Large Stock series with a switch $0ills for the last five years

Retirement Savings Periods

40 35 30 25 20 15 10 5
CV Tills 0.504 0.567 0.603 0.594 0.538 0.439 0.311 0.172
CV Lg stk 0.342 0.387 0.467 0.551 0495 0.461 0.366 0.274
CV Switch 0.278 0.340 0.405 0.393 0.378 0.338 0.289 0.172

The following graphs that are on the left side of the groupings are plots of the Wealth
Relatives (FVIF). Each point represents the ending WR for the holding period starting in

that year. Thidllustrates the combined impact of disciplined systematitreenent

savingswith raises (and givebacks) based on the Ibbotson Inflation seriethe market
performance othe Ibbotson Large Stock Total Returns series, the Ibbotdill Total

Returns series, and the Large Stock Ibbotson Total Returnsséhes switch to Bills

in the remaining five years of the holding periogspectively, starting in 126.
Unfortunately for most who are reading this
started their careers earlieDne carseethat the bestmne to retire (for all holding periods)

woul d have been about the year 2000. The
Reagan/Clinton bull market were truly phenomenal.

Furthermore, stochastic dominance tests were done for the four portfolios for all of the
holding periods. Each holding period will be discussed.

40, 35, 30, and 25 Year Holding periods.is difficult to see, but the Large Stock with
inflation portfolio is dominant. The switch portfolio dominates thBill with inflation
portfolio.
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20, and 15 Year Holding periodsThe Large stock with inflation portfolio is no longer
dominant. The switch portfolio dominate theBill with inflation portfolio. The two stock
portfolios are better than theBill most of the time.

10 Year Holdingperiod. Interestingly, the Large Stock again dominate the Switch and T
Bill portfolios.

5 Year Holding periodNo portfolio dominates.

For the following figures, the one on the right is a plot of stochastic domin&ioveever,

the horizontal axis is thcumulative probability while the vertical axis is the wealth relative
(FVIF).,
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