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INTERCONNECTIVITY OF  HEALTH INFORMATION 

EXCHANGES USING PATI ENT ACCESS NUMBER (PAN) 

Hill, Dalvin  

Du Fresne, Lionel J. 

Holder, Ian 

Samudio, Ryan 

Nallavadla Sujana 

South University - Austin 

 

 

ABSTRACT: There has been a paradigm shift in the capturing and storage of medical 

records. Initially, they were stored in a paper-based format, but as time progresses, most 

medical facilities have migrated to using an electronic format. Both formats of storing 

medical records create a silo of patient data and limit the expedience of information 

sharing. There is a dire need for real-time availability of medical records, but this siloed 

approach dampens the horizon of sharing records. Various medical providers treat patients, 

and each provider creates a trail of information. Patient information sharing can be very 

beneficial and is a critical component in delivering continuous care. Health Information 

Exchanges (HIEs) are a possible solution to the siloed approach of medical records, and 

fosters information sharing among the various enrolled medical providers. HIEs can aid in 

a more effective capturing, storing and sharing of patient information. However, there is 

lack of a consistent design across HIEs: there are varying layouts and designs across 

organizations, which present barriers for the interconnectivity and ultimately the sharing 

of medical records. This paper proposes a solution to enhance the interconnectivity of HIEs 

using a Patient Access Number (PAN). 

INTRODUCTION  

According to the United States Census Bureau, as of July 2013 there were around 

316 million people residing in the United States (United States Census Bureau, 2014). The 

number of people per state ranges from 580 thousand to 39 million (United States Census 

Bureau, 2014). With this growing population, medical facilities need to maintain accurate 

records while providing excellent healthcare. These providers are also catering to the needs 

of more patients, which ultimately creates more documentation about diagnoses and 

medical information. 

For centuries, medical facilities in the United States (U.S.) have kept paper-based 

records of patientôs medical information. Electronic Health Records (EHRs) have taken 

over and continue to evolve. EHRs consolidate patient information, such as diagnoses, 

medications, and test results in an electronic format (The American College of 

Obstetricians and Gynecologists, 2010). This allows providers to deliver more effective 

healthcare (The American College of Obstetricians and Gynecologists, 2010). However, a 

problem presents itself because patients see different medical providers for various reasons: 

out-of-town sickness, injuries, urgent care, among others. Each facility stores its own 

records and these are now siloed. This siloed approach of storing patient information 

prevents medical providers from seeing the holistic view of a patientôs medical records. 
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Consequently, Health Information Exchanges (HIEs) are established to facilitate the 

centralization of patientsô records.  HIEs provide timely care in emergency situations and 

can potentially prolong oneôs life. The use of HIEs makes previously inaccessible data 

available, resulting in the availability of more complete clinical information. This could 

improve the quality of healthcare for the patient (Vest, 2009, p. 223).  

PAPER BASED RECORDS (PBRS) 

Since the 1920ôs, physicians have realized that documenting patientsô medical 

visits and history would provide a tremendous value to the physician as well as the patient 

themselves (Van Fleet, 2010). Once created, these Paper Based Records (PBRs) are stored 

within the providersô facility. The problem with this approach is that in order for a patient 

to have their medical records transferred to or shared with a different facility, the requestor 

has to fill out a request form and wait a surmountable amount of time (Samsum Clinic, 

2014). According to the Health Insurance Portability and Accountability Act (HIPAA), 

patients are entitled to receive medical records within 30 days of receipt of the request 

(Robert Wood Johnson Foundation, 2012). Some drawbacks of traditional PBRs are 

misplaced records, illegible handwriting, and slowness of information retrieval and 

transmission (Pourasghar, Malekafzali, Sabine, & Fors, 2008, p. 446).  

 

ELECTRONIC HEALTH RE CORDS (EHRS) AND ELECTRONIC MEDICAL 

RECORDS (EMRS) 

Over the last several decades, medical facilities use EHRs to store patient records 

(Hoerbst, Ammenwerth, 2010). An EHR is an electronic collection of health information 

about individual patients (Gunter, Terry, 2005). Generally medical records consist of  

ñdaily charting, medication administration, physical assessment, admission nursing note, 

nursing, care plan, referral, present complaint (e.g. symptoms), past medical history, 

lif estyle, physical examination, diagnoses, tests, procedures, treatment, medication, 

discharge, history, diaries, problems, findings and immunizationò (Hayrinen, Saranto, 

Nykanen, 2009). 

EMRs are focused on the medical symptoms and issues of a patient rather than the 

psychological aspects. As a result, EMRs and EHRs are used interchangeably although 

EHRs are far more in-depth about describing the patient. EMRs typically have difficulty 

traversing outside of the organization that created the record, so in this way they are not 

much of an improvement over traditional PBRs (Garrett, Seidman, 2011). For the sake of 

this paper we will be using both of these terms interchangeably. 

HEALTH INFORMATION E XCHANGES (HIES)  

         As technology continues to evolve in efficiency and reliability, the benefits of 

sharing information electronically becomes more evident. For instance, in the field of 

healthcare, data about a patient was previously shared between healthcare professionals via 

fax, telephone, or courier (Hill, 2014, pg. 13). With current technology, this information 

can be linked to a patient using the electronic record. Various healthcare professionals can 

interact with the patient and provide care based on the data contained within the record. 
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Figure 1 (CA. GOV, n.d.) illustrates how an HIE operates. Several providers are shown 

with the ability to read and/or write to a single source ï the HIE. This is important, because 

a provider can retrieve the data written by others.   

The implementation of HIEs presents several benefits to both healthcare providers 

and the patients they treat (Pevnick et al, 2009, pg. 604). For instance, without the use of 

an HIE, a healthcare provider must sometimes make decisions without a complete 

knowledge of the patientôs medical background. Clinicians are of the belief this puts the 

patientsô well-being at risk, while increasing time spent by the medical staff to obtain the 

patientôs medical history (Vest, 2008, pg. 223). In one qualitative analysis, researchers 

collected stakeholdersô responses of the perceived benefits of participating in an HIE. One 

benefit multiple organizations agreed upon the utilization of an HIE could reduce the 

redundancy of duplicate testing (Pevnick et al., 2012).  

 

Figure 1: Health Information Exchange (CA.Gov, n.d.)     

Besides benefitting caregivers, there is also evidence that consumers support the 

application of HIEs. In a study of 117 individuals, 76% of the participants supported the 

sharing of medical records between healthcare professionals, and 90% of the group 

believed that HIEs creates better communication between a patient and his or her doctor 

(Patel et al., 2012, pg 1046). With a positive patient outlook, HIEs present an interesting 

opportunity for medical providers to consider. For instance, medical providers that show 

an early interest in developing HIEs might appeal more to patients who desire the 

implementation of this technology. Four sample HIEs from around the U.S. will be 

discussed in this paper: Centex Systems Support Services (CSSS), Colorado Regional 

Health Information Organization (CORHIO), Inland Empire Health Information Exchange 

(IEHIE), and Idaho Health Data Exchange (IHDE). 
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CENTEX SYSTEMS SUPPORT SERVICES (CSSS) 

CSSS is a non-profit HIE based in Austin, Texas that provides medical record 

storage and retrieval services for Austin and 14 counties in the Houston area (About 

Centex, 2012). As a 2012, the organization has a workforce of 47 employees (New Centex, 

2012). CSSS has more than 100 medical health providers as a part of its network and this 

number continues to grow. These healthcare providers access approximately 1.5 million 

health records via the CSS network (Samuels, 2014). 

INLAND EMPIRE HEALTH  INFORMATION EXCHANGE  (IEHIE)  

Located in Riverside, California, IEHIE has health records for more than 5 million 

patients living in the Riverside, San Bernardino, and other California counties (Inland 

Empire Health Information Exchange, 2014). There are different levels of membership, 

each having their set requirements. To join with a level 1 membership, the fee is $500.00 

per year, but the medical provider has no voting rights. For Level 2, a one-time fee can be 

paid and is dependent on the amount of doctors as well as the amount of hospital beds 

(Membership and Participation, 2014).  

COLORADO REGIONAL HE ALTH INFORMATION ORG ANIZATION (CORHIO)  

CORHIO is based in Denver, Colorado, and is a nonprofit business with more than 

50 connected medical providers (CORHIO, 2014). Each of medical providers has different 

EHR vendors and as a result CORIHO must work closely with them to allow each system 

be able to communicate between each another (Bowman, 2014). To help build CORHIO, 

substantial grants of $10 million were given by The Colorado Health Foundation and 

ARRA HITECH. After these grants have been depleted, CORHIO will make use of a fee-

based subscription model (About CORHIO, 2014). 

IDAHO HEALTH DATA EX CHANGE (IHDE)  

Started in Boise, Idaho in 2010, IHDE has grown to serve parts of Idaho along with 

parts of Eastern Washington and Eastern Oregon (History of IHDE, 2014; Get Connected, 

2014). The number of patient records that were referenced during 2013 was approximately 

3.7 million, which was 20% more than the previous year (Utilization records, 2014). 

During August and September of 2014, more than 1 million records were referenced 

meaning there is still potential growth for this HIE (Utilization records, 2014). 

CURRENT STATE OF HEA LTH INFORMATION SHAR ING  

         ñThere is growing evidence that exchanging and sharing patient data can potentially 

reduce mortality and even reduce costò (Miller & Tucker, 2011, p. 29). The need for 

sharing information is critical in healthcare.  Improving access to pre-existing patient 

information could improve the quality, safety and efficiency of care that can be delivered 

(Finnel & Overhage, 2010, p. 222). This can also reduce the timeframe of treating a patient. 

If a patient goes to a different hospital (than his or her regular provider), the medical history 
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is siloed to their original treatment facility. This could cause a hindrance to the treatment 

of the patient at a different hospital.   

PBRs have long been an issue. Dr. Emile Rwamasirabo, a urologist at King Faisal 

Hospital, Rwanda says ñpaperwork recordings copy used to take a long time to deal with 

because one nurse or doctor could spend hours treating one patient along with searching 

for the patientôs fileò (Paper-Based vs. Digital medical Records, 2014). The safety and 

security of PBRs also poses issues (Medical Devices & Surgical Technology Week, 2005). 

Gradually, PBRs have been transformed into EMRs/EHRs.  Although PBRs have 

transformed into an electronic format, there are issues associated with the transition.  With 

the sensitivity of medical records, people typically have significant concerns regarding the 

privacy of EMRs (Hwang, Han, Kuo, & Liu, 2012, pp. 3783-93). 

Figure 2 illustrates how different medical providers and their facilities silo their 

patientsô information from other providers.  Problems can arise if a patient decides to go to 

a different facility, as the new provider will not be able to retrieve the patientsô history 

(unless the patient brings their medical records themselves). Alternatively, a request could 

be made to have the medical records sent via fax or courier, which delays the delivery of 

care.  Exchanges in patientsô health information across organizational boundaries through 

the use of HIEs hold the promise of quality improvements for healthcare organizations 

(Vest, 2009). 

 

Figure 2: The Local Silo Effect 

OUTLOOK OF HIES AND INTERCONNECTIVITY  

Considering the pace at which technology is changing, and the numerous benefits 

of using HIEs, the outlook for HIEs is rather promising. For example, in 2009, the U.S. 

Government passed The Health Information Technology for Economic and Clinical Health 
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Act (HITECH) (Miller, 2014, pg. 4). This act provided $19 Billion in incentives for the 

healthcare community to promote the adoption of EMRs in a manner that fulfilled the 

standards of meaningful use ï essentially using technological standards that allow for the 

exchange of patient information (Miller, 2014, pg. 4). Due to these incentives, recent data 

from reporting healthcare providers shows an upward trend in use of HIEs. Results from a 

published study in the medical journal Health Affairs showed an increase of 61% in 

operational system use from organizations that reported back to the study from 2010 to 

2011 (Adler-Milstein, Bates, & Jha, 2013, pg. 1488). While the outlook for HIE 

implementation is bright, there are several key challenges that will need to be addressed 

before HIEs can be fully interconnected throughout the U.S. These considerations will be 

covered in detail in the accompanying sections.  

         To obtain the maximum benefit from implementing HIEs, individual HIEs need to 

be interconnected. For systems to be interoperable, data must be exchanged by the different 

systems. Then and only then can medical providers can retrieve pertinent data about their 

patients. In the field of healthcare, The Healthcare Information and Management Systems 

Society (HIMSS), defines this as, ñdifferent systems and software applications to 

communicate, exchange data, and use the information that has been exchanged. Data 

exchange schema and standards should permit data to be shared across 

cliniciansépharmacy, and patient regardless of the application or application vendorò 

(HIMSS, 2014). While HIEs are currently in use, the interoperability of these systems face 

multiple challenges that need to be addressed. Such challenges are the technical constraints 

between different vendors, chosen key structures for the patient data, addressing the 

redundancy in information, and the standardizing of healthcare terms. 

Possibly one of the greatest challenges to reaching interoperability of HIEs is the 

merging of data and utilization of different database schemas and platforms across HIE 

vendors (Bhansali & Gupta, 2014, pg. 31). One study compared the average query time of 

Oracle, dBXML, Xindice, and eXist databases of 100 records. The range of time was quite 

small, with a difference of 0.415 seconds from the quickest to slowest times; conversely, 

in a search of 5,000 records, the range grows substantially to 9.412 seconds (De et al., 

2012, pg. 921). Table 1 shows the complete results of the study. Considering the substantial 

number of files that would need to be uploaded and shared daily, the correct equipment 

configuration is critical to manage thousands of queries, provide optimal speed, and ensure 

security concerns are met.   

 

Table 1: Query time comparison between different databases (De et al., 2012, pg. 921) 

         Another concern of connecting HIEs is the interoperability of different systems that 

define information differently (Dobalian, 2012, pg. 938). For instance, a private practice 
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may assign patient numbers starting at number 1 (and then incrementally), while a hospital 

may use social security numbers or other unique identifiers for patient records.  This could 

lead to information linked to the wrong patient if there is an overlap of óuniqueô identifiers 

across HIEs. To confront and implement sharing of records through HIEs, this must be 

addressed and standardized (Dobalian, 2012, pg. 938). Equally important to defining 

standardized keys for the databases is the standardization of how medical information is 

entered into the systems. For example, different physicians will use different medical terms 

to explain the same ailment (Liu, 2007, pg. 17). With this variance, an interconnected 

system would need to accommodate each of these considerations when returning results to 

a single query. To effectively develop a system that is efficient and viable, a unified system 

will need to be implemented. 

A study was done in two New Mexico emergency departments, before and after an 

HIE was installed. The results showed that the rate of redundant chest x-ray testing dropped 

from 37% to 7% (Parsons, Gunter, Kroth, Fillmore, 2012). This amount significantly 

reduces the amount of unnecessary usage of hospital resources. The amount of time that a 

patient has to wait is also reduced, and this can potentially increase the speed that the 

medical professionals can diagnose an issue. This can be attributed to the fact that an HIE 

would be able to display the results of a lab that was recently done, and prevents the patient 

from having to undergo the same test. Issues with the accuracy of patientôs information 

could occur from their date of birth being entered incorrectly resulting in the creation of a 

separate record thus compromising the integrity of the HIE. Since there is not a ñstandard 

for patient identity integrityò the medical history of the patient becomes compromised 

(Just, Fabian, Webb, Hjort, 2009). With more attention to patient identification, this can 

make regional and eventually national HIEs connectivity more feasible (Just, et al, 2009).   

Organizations will have to find a way to consolidate data that has been created for 

a patient and to delete the duplicate record. For instance, if a patient was part of an HIE in 

city A, and then moves to city B (where the HIEs is different), this would result in the 

creation of a new health record. If in the future these two HIEs were to be connected, there 

would be two records for the same patient, unless there was a system in place to merge 

duplicate patient information. It is the responsibility of the healthcare provider to catch 

these redundancies. 

Standards for all HIEs across the U.S. need to be developed including a unique 

naming system as well as having a specific transmission format to avoid errors when 

attempting to utilize the patient records from one HIE to another (Just, et al, 2009). 

Redundancy is a necessity for an HIE to function, but having duplicate records is counter 

productive. The impact of avoiding repeat testing throughout the U.S. could result in 80 

billion dollars a year being saved on healthcare costs (Just, et al, 2009). With redundancy 

backup systems in place, the HIE is always accessible should an issue arise with the method 

that is used to retrieve information from the HIE. Research was conducted to examine what 

a few HIEs are doing to achieve regional/limited interconnectivity. 

Due to the wide variety of HIEs in the U.S., each HIE has its own method for connecting 

a patient to a record. For instance, the Indiana Health Information Exchange (IHIE), shares 

information through the Docs4Docs service. Within the Docs4Docs service, medical providers 
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share information in two ways; either pushing the data to another provider, or by using a search 

function of records sent in the last two years. When conducting a search for patient records, medical 

providers search by patientôs name, report type, hospital Medical Record Number (MRN), provider, 

or by specifying specific dates (Indiana Health Information Exchange, n.d.). Conversely, Maineôs 

state designated HIE HealthInfoNet is searched slightly different, by using the facility MRN, last 

name and date of birth, or first and last name (HealthInfoNet, 2014). 

The Great Lakes Health Connect (GLHC) is the result of a merger of two different 

organizations: Michigan Health Connect and the Great Lakes Health Information Exchange 

(GLHIE) (Michigan Health Information Network, nd). GLHC is one of the providers that fall 

underneath the Michigan Health Information Network (MiHIN). With this combination, the 

exchange allows for secure exchange of over 5 million records (Michigan Health Information 

Network, nd). In this exchange MiHIN provides services through the Health Information Services 

Cloud (HISC), which allows for sharing of information across the entire state of Michigan 

(Michigan Health Information Network, nd). This network does not use a national patient identifier. 

Instead they use patient information, such as name, social security number and address (Michigan 

Health Information Network, nd). 

PROPOSED SOLUTION 

As early as the 1990ôs, the Federal Government began encouraging the medical 

industry to digitize patientsô PBRs to EHRs and EMRs. As digital records become common 

practice, the next logical step is to find a way to share the information between providers 

through the implementation of HIEs. Unfortunately, the government has relied heavily on 

the private sector to develop and define the standards of health information technology 

instead of regulating the growth (Blumenthal, 2011, pg. 2430). Allowing the private sector 

to establish its own set of policies and guidelines has led to different HIEs, with varying 

implementation standards and format of operation. However, the recent passing of the 

Affordable Care Act provides an opportunity for the Federal Government to control 

standardization of health information technology and an opportunity to move toward 

interoperability of HIEs.  

One major obstacle toward interoperability of HIEs is defining a standard for 

identifying patients within the interconnected systems. A viable option that has worked in 

other countries is the development of a unique identification code for each citizen. For 

example, Taiwanese citizens are each given an identification number that is printed on their 

National Health Insurance cards (Huang, Tseng, Chang, Pan, & Liou, 2010, pg. 30). In 

Italy, data registers were created that used information such as the citizenôs tax code within 

the system (Barbarito, 2012). Under the new Affordable Care Act, the U.S. is requiring 

each citizen to obtain medical insurance. This presents an opportunity to issue a unique 

identification number to each citizen in the U.S.  

The proposed number displayed in Figure 3, referred to as the Patient Access 

Number (PAN), will comprise of two identifying codes concatenated together to create a 

unique 11 digit number. The first two digits represent the patientôs state of origin in which 

the initial request for a PAN occurred. Each state code corresponds to the year the state 

received statehood as shown in Table 2 (United States Census Bureau, 2013). This 

convention allows the addition of any new state or territory to the U.S. (to be easily 
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integrated with a coding system that sequentially grows).  The subsequent nine unique digit 

portion is auto generated by a central database each time the database is queried for a new 

patient identifier. With nine digits utilized, the potential number combinations would 

amount to 999,999,999 per state, making it highly unlikely that any state would ever 

exhaust all of its unique number combinations. 

  

Figure 3: Sample PAN 

 

 

Table 2: State Codes (United States Census Bureau, 2012) 

For the PAN implementation to work, several systems will need to be updated. The 

proposal is that every number will be generated by a database housed at the Department of 

Health and Human Services (HHS).  HHS will manage the database to enforce data 

integrity so that no person can receive a duplicate number from his or her insurance 

provider.  Table 3 shows what the database will be comprised of, although not exhaustive.  

Each PAN record in the database will have information associated with it such as SSN, 

name, address and insurance code.  In order for the insurance providers to login to the 

database, they will need to request a unique login from HHS. Once the login is received, 

the insurance providers can then request PANs for their customers.  Once the request is 
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made by the insurance provider and is approved, the PAN is transmitted back. When the 

insurance providers receive the PAN, it can now be printed on the new insurance card of 

the patient. The insurance provider will now issue new insurance cards to each customer 

via mail. Adding the PAN to the card, the patient will simply need to present the card 

during his or her next visit. When the medical provider receives this card, the staff can then 

update the existing electronic records with the new unique PAN. This will allow for 

patients data to be exchanged in conjunction with the unique PAN.  

 

 

Table 3: Proposed Department of Health and Human Services PAN Database 

 

In the United States there is a specific window of time when a person can obtain 

health insurance, known as the Open Enrollment period. For example, healthcare coverage 

starting in 2015 this period starts November 15th 2014 and ends February 15th 2015. These 

dates may change from year to year (Important Marketplace deadlines, 2014). If an 

individual changes insurance provider and had a preexisting PAN, the new insurance 

provider must issue a card with the same PAN. The reason for this is that the patient may 

have changed insurance providers but their PAN stays the same. To retrieve a PAN that 

has been lost a patient will need to contact HHS either through phone or email and provide 

their SSN and other pertinent information to prove their identity. 

CONCLUSION AND SUGGESTION FOR FUTURE RESEARCH 

 Patients rely on medical facilities to provide them with efficient healthcare.  They 

need to be assured that when they walk into a facility, the medical staff can provide them 

with the proper treatment they deserve. HIEs will help facilities provide that type of care 

by having access to a holistic view of patient information. The adoption of HIEs will reduce 

misinformation and minimize errors in healthcare facilities. Allowing a patient to walk into 

any hospital and receive ongoing and emergency care is not only beneficial to the patient 

but to the medical providers as well. 

In this paper we proposed the idea of introducing PANs that would be printed on 

insurance cards. These PANS would be associated with each patientôs social security 

number in the HHSôs database to insure data integrity. HIEs that are not connected are no 

better than PBRs in their inability to share information in a timely manner (almost real-

time). Without an HIE, a patient might have been treated with a fatal procedure. Finally, 

this is why it is imperative that we have a nationwide HIE system in place to enable all 

HIEs to be connected to facilitate information sharing. 
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Once HIE interoperability is achieved, connection between the medical providers 

and the patient needs to be considered. One solution to explore is creating Personal Health 

Records (PHRs). A PHR is a personal record that can include patientsô records of medical 

progress, along with records from each of their healthcare providers (Stead, Kelly, & 

Kolodner, 2005, pg. 114). In Italy, this implementation is already in existence with the 

development of life-long PHRs that depicts all medical activity for a patient.  With these 

records, patients can manage their own records, including who can access them. If an 

emergency occurs, the record can be retrieved with a complete medical history for the 

patient (Barbarito, 2012, pg. 737). PHRs provide even greater opportunity for medical care 

in America that needs to be explored once HIE interoperability is accomplished.  

Additionally, work needs to be done in order to standardize the language that is 

used in HIEs to enter information. Unified Medical Language Systems (UMLS) would be 

able to solve this issue by being able to ñunderstand the language of biomedical and healthò 

(Liu, 2007).  The UMLS Metathesaurus would allow for various names and relationships 

between health related concepts to be displayed, thus solving the issue of information being 

indecipherable to an individual who uses a different naming standard. However, to 

implement UMLS, all preexisting infrastructures in HIEs would have to be conformed to 

this standard, and thus starting from square one of interconnectivity and communication. 

Further research would need to be done in order to determine if there a better solution to 

solve the naming convention issue as well as a standard language. 
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ABSTRACT 

Research misconduct is a convoluted circumstance.  There are many constituent 

stakeholders, beside the author.  The stakeholders bring multi-faceted forces to these 

circumstances which severely blur the lines among stakeholder expectations. Self-

plagiarism, if it actual exists, has no legal consequence and is one of the most difficult 

types of research misconduct to evaluate uncontroversially.  This research project examines 

the application of computer software programs that produce analytics for assessing the 

duplicate content of research-stream works, which may be construed as self-plagiarism. 

iThenticate and PlagiarismA Similarity Checker are applied in evaluating research works 

where allegations of research misconduct occurred and did not occur.  Analytic results 

demonstrate the one-to-one comparison of PlagiarismA provides a more robust evaluation 

than the one-to-many comparison of iThenticate.  The results reveal there is no difference 

between the instances where allegations of research misconduct occurred and they did not 

occur. This is important as it demonstrates an underlying difficulty in which allegations of 

research misconduct are brought by various university stakeholders.  Meticulous duplicate 

content checking needs to be conducted prior to bring allegations of research misconduct.   

INTRODUCTION  

Research misconduct is a messy and complex situation.  There are many different 

stakeholders that include, but are not limited to, the author, the publisher, the publication 

editor, the reviewers, professional academic organizations, other faculty members, 

university administrations, organized labor representation, consultants, government 

organizations, federal laws, and software program providers.  Each stakeholder has its 

particular view of research misconduct.   

There are more than 300,000 active serial publications (Ulrichôs, 2014) with their various 

publication and review guidelines.  A guideline is just that.  It is general guidance and is 

not a law of publication. Guidelines vary by publication and are open to diverse 

interpretations by stakeholders.  This wide diversity affords some stakeholders to bring 

charges and conduct investigations of research misconduct with extreme powers in the 

interpretation and application of policies and guidelines.  Whereas misuse of funds and 

plagiarism are more straightforward research misconduct allegations, the fabrication of 

data and self-plagiarism are more difficult to assess.  Self-plagiarism seems to be the most 

difficult of these to determine.  Of course, self-plagiarism is self-contradictory and an 

oxymoron.  It is impossible for one to steal oneôs own work.  Various publication and style 

manuals have mixed views of self-plagiarism.  This assists university administration 

stakeholders in reaching a finding of self-plagiarism which appears to be their perfect storm 

for taking disciplinary action against faculty.  An investigating committee can play on this 
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lack of definition and use broad unproven powers of determining the occurrence of self-

plagiarism.  

There are several different style guides (APA, 2001: APA, 2010; MLA, 2008) containing 

that publicationôs view of actions that might be questionable including self-plagiarism.  

Some are specific to professional organizations while others are more general with various 

levels of acceptances and application of these style guides.  ñGuideò is the key operative 

word as they are only a recommendation of style and it is not an absolute law or 

requirement for publication.  Identifying self-plagiarism is often difficult because limited 

re-use of material is accepted both legally (as fair use) and ethically (Samuelson, 1994).  

Kelly McBride is a faculty member of The Poynter Institute and one of the countryôs 

leading voices when it comes to media ethics.  She reinforces the interpretation of 

Samuelson, describing how, ñIt is okay to use the same data and its analysis in more than 

one publication.ò  For these reasons, self-plagiarism appears as the most esoteric kind of 

research misconduct that sets it apart from other generally accepted practice that 

encompass research misconduct. 

Similarity checking and duplicate content detection software has evolved to provide a 

measurement of content duplication or plagiarism in research papers.  Examples of this 

software include Grammerly, iThenticate, Turinitin, PlagiarismA, and SafeAssign (a 

component of the Blackboard course management software).  Interestingly, duplicate 

content is usually acceptable if it is appropriately referenced, but is unacceptable if it is not 

ñappropriately referencedò and is confounded when content is from the same author.  

Detection software programs do not distinguish between an authorôs duplicate content and 

that of other authors.  Duplicate content detection software work in different ways.  This 

research effort considers and evaluates two very different ways of checking duplicate 

content with software programs.  It provides one answer to the question of which type of 

duplicate content checker appears to provide a stronger comparison between two subject 

papers. 

Research stakeholders may argue that an authorôs paper should be a complete reference to 

all of an authorôs prior work on a topic so the reader could easily follow the research-stream 

of that work.  Other research authors may argue this is not necessary because a stakeholder 

interested in an authorôs prior works can easily look them up in one of todayôs online index 

databases.  Referencing oneôs own work is also problematic in that it is known as self-

citation (Clarke, 2009; Martin, 2013).  One could argue the author of a work is the single 

best stakeholder to determine which citations are required for the reader to understand the 

research being presented.  All of this confounds the views of self-plagiarism.  These 

arguments, however, are outside the scope of this research.  Authors do have an alternative 

to individual referencing of all their prior works.  This is to use a general citation to their 

research stream with this reference:  ñAuthor. (Year). [Research-stream topic]. Raw 

research data.ò  This referencing appears consistent with APA guidelines (2010).   

Given differences in allegations, the key research question is: what is the ability of 

duplicate content checking or similarly matching software programs to assist in 

ascertaining and investigating actual allegations of research misconduct?  The purpose here 

is not to engage in the examination of these various perspectives of all the different 

stakeholders.  Rather this research presents data analytics on actual works where duplicate 

checking software programs are deployed in assessing the occurrence of research 

misconduct through self-plagiarism.  The research is a unique analysis based on known 
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cases of research misconduct allegation that are compared to known cases without any 

allegations of research misconduct.  This investigation presents (1) a review of important 

underlying laws, regulations, and conditions, (2) an organization and selection of 

duplication content checking software programs employed, and (3) the results of 

comparing the application of two different types of software to evaluate subject works of 

allegations of research misconduct.  This research is important because it establishes the 

efficacy of software programs in situations of alleged research misconduct founded on 

duplicate content checking.  

BACKGROUND  

Stakeholder may have a different view of duplicate content checking of research papers or 

works.  A Google search for ñself-plagiarismò produced about 7.3 million hits (Google, 

2014).  This indicates clearly that self-plagiarism is a topic included frequently within 

Internet web pages and in which there appears to be considerable interest.  On the other 

hand, a search of ABI INFORM Global: 1923-Present for the past 20 years revealed only 

four journal articles written in English on the topic or with keywords of ñself-plagiarism.ò  

This is an overwhelming indication that self-plagiarism is not a topic of concern among 

research stakeholders, especially authors, journal editors, or reviewers.     

Two of the mostly widely recognized defining documents come from a government 

organization and federal law.  These are from the U.S. Department of Health and Human 

Services (DHHS) and the U.S. Copyright Law (USCL) (U.S. Copyright Office, 2011).  

Within the U.S. Department of Health and Human Services, the National Institutes of 

Health has set forth its requirements through the Federal Register (2005) as the Code of 

Federal Regulations (CFR), Title 42, Part 50 and Part 93, also referenced as CFR 42, Part 

93.  A more detailed foundation for research misconduct comes from these policies that 

most universities follow.  The policies usually include the prerequisites that must be 

followed to meet the requirements for funded projects from the National Institutes of 

Health (NIH) and the National Science Foundation (NSF).     

CFR 42, Part 93 provides a more detailed descriptive definition relative to duplicate 

content.  The core of this detail emanates from two paragraphs which are as follows: 

§ 93.103   Research misconduct. 

Research misconduct means fabrication, falsification, or plagiarism 

in proposing, performing, or reviewing research, or in reporting 

research results. 

(a) Fabrication is making up data or results and recording or 

reporting them.  

(b) Falsification is manipulating research materials, equipment, or 

processes, or changing or omitting data or results such that the 

research is not accurately represented in the research record. 

(c) Plagiarism is the appropriation of another personôs ideas, 

processes, results, or words without giving appropriate credit. 

(d) Research misconduct does not include honest error or differences 

of opinion. 

 

§ 93.104   Requirements for findings of research misconduct. 

A finding of research misconduct made under this part requires 
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thatð 

(a) There be a significant departure from accepted practices of the 

relevant research community; and.  

(b) The misconduct be committed intentionally, knowingly, or 

recklessly; and.  

(c) The allegation be proven by a preponderance of the evidence.  
 

From this code or policy of the DHHS, there are two points that are most important in the 

evaluation of duplicate content checking software programs.  These are plagiarism and a 

significant departure from accepted practices of the relevant research community.  The 

software programs focus only on the duplicate content checking or similarity.  They leave 

the determination of the accepted practice to the users of this software and ultimately the 

stakeholder of research publication.  Self-plagiarism is not a concern of DHHS which 

increases stakeholder confusion. Whereas, the DHHS and professional organizations fail 

to set forth measures of the departure from expected practices. 

The USCL provides information from which two important definitions are framed.  These 

are descriptions of a work or research paper or article and of an original work.  The 

definitions are as follows: 

ñWorkò means a material object, such as a manuscript, from which its content can 

be read or visually perceived.  Under USCL, the ñsame workò means a reproduction 

of a work.  The author, as the copyright owner, has the exclusive right to reproduce 

the work as an exact copy.  Rights are extended to the copyright owner to create 

derivative works.  

ñOriginal workò means the work (USCL) was done by a particular person and this 

indicates the work was not done by someone else.  The papers of this investigation 

were not produced by someone else. 

The DHHS definition of plagiarism and its relationship to the USCL has been expanded by 

various stakeholders to include self-plagiarism.  First, it is impossible for authors to steal 

or misuse oneôs own work.  Second, the USCL is clear in assigning ownership of a literary 

work.  Only if the creating author has assigned the copyright to another party has a change 

in ownership of that specific presentation occurred. Third, self-citation is a problem when 

authors cite their own works and becomes a delicate balance in research citations.  Fourth, 

an author may create a number of different versions of a research work and store them in a 

readable form, including computer files.  Under the USCL each of these is a different work.  

It is uncertain of the extent to which all these versions need to be cited, or the manner in 

which they should be cited.  This research effort sets out to specifically examine the use of 

duplicate content checking software applied to situations of self-plagiarism.  

FRAMEWORK  

The framework for duplicate content checking encompasses the procedures used by the 

software programs.  The software is evaluated utilizing a generally accepted matching 

method and two different approaches for conducting a comparison.  Text string matching 

is the primary manner in which computer programs search for duplicate content to compare 

a subject paper to one or more other papers.  The Levenshtein Method Match (Wikipedia, 

2014), also known as the Levenshtein Distance, is a fundamental and generally accepted 

text matching procedure.  This is not merely a count of the same number of words 
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appearing in the papers under consideration, but involves much longer and more complex 

text strings.  Authors unfamiliar with text string comparisons may incorrectly believe that 

text strings comparisons involve the count of individual matching words within papers. 

Duplicate content checking or plagiarism checking software programs can be divided into 

two different categories of one-to-many (1:M) and one-to-one (1:1).  With 1:M, the 

software programs compare a single research paper to a large and dynamic database of 

papers.  With 1:1, the software programs represent a steady-state and repeatable 

comparison.  iThenticate (2014) is a leading software program that performs a 1:M 

comparison.  The PlagiarismA Similarity Checker (2014) is a leading software program 

that carries out a 1:1 comparison.  As leading duplicate content checking programs, they 

are the ones applied in this research investigation. 

A direct, 1:1 comparison is more robust than comparing a subject paper to a large database 

of literally millions of papers and Internet content.  Collberg and Kobourov (2005) 

recommend a 1:1 comparison as a future direction for duplicate content checking that is 

now implemented with the PlagiarismA Similarity Checker.  For the two different 

similarity checkers, this is a direct comparison (PlagiarismA) versus a more indirect large 

repository search (iThenticate).  These limitation differences need to be considered in the 

interpretation of their analytics.  

METHOD  

A group of 21 research papers or works was investigated.  The topic of each of these papers 

was related to one or more other papers as research-stream papers (Hayen, 2014).  The 

least number was a set of two papers with the most being a set of four papers.  This presents 

20 pairs of related papers.  The papers in each set are identified by the same letter while 

the individual paper within the set is numbered.  For example, G3 is the third paper in set 

G.  This coding preserves author confidentiality.  It is expected that some similarity would 

exist among the papers in a research stream based on topic relationships.  None of the 

papers in a set contained a reference to another paper in the set.  This established the 

condition that self-plagiarism may have occurred within the paper set. The data of this 

study include actual known instances of allegations of research misconducted.  It helps to 

answer the question of whether duplicate content checking computer software assists in the 

identification of research misconduct related to research-stream papers.  Insight is provided 

into the abilities of university administrators or other stakeholder to appropriately detect 

research misconduct.  

Each individual paper was processed with iThenticate to obtain a similarity value using its 

database and similarity matching algorithm.  Limits were set to include only text strings of 

more that fifteen words.  If the 1:M comparison returned the same paper, then that entry 

was removed from the iThenticate comparison.    A confounding problem with iThenticate 

is the publication of a paper in both hardcopy and online formats.  Such a match with the 

subject paper was excluded from the duplicate content comparison. 

The other analysis of the duplicate content comparison of papers from the research-stream 

set is conducted using the PlagiarismA Similarity Checker.  This does a 1:1 match of two 

subject papers as a pairwise comparison.  When there are more than two papers in a 

research-stream set, then the papers are compared pairwise for all pair combinations in the 

set.  PlagiarismA performs a direct comparison with the textual content of a paper pair. 

There is a single comparative value. iThenticate performs a 1:M comparison of one paper 



ASBBS eJournal; Vol. 11, No. 1; Summer 2015 

 

27 

 

with its huge publication database.  This produces a single value for each paper.  For each 

paper pair evaluated with the PlagiarismA, their iThenticate values are averaged to provide 

a single measure from iThenticate.  This provides a method for comparing the pair of papers 

from PlagiarismA with the iThenticate results for that same pair of papers. 

RESULTS 

Figure 1 displays the results obtained with the 1:M content checking performed using 

iThenticate.  The circled observations are those for which a known allegation of research 

misconduct occurred.  It is notable that a pattern of iThenticate values does appear in these 

results.  For observation H3 and H4, these low iThenticate values appear to indicate these 

papers are not included in the iThenticate database.  This is reflective of the limitation of 

iThenticate in that content checking occurs only with the items included in the iThenticate 

database.  The results for G1 indicate there is a large amount of similar content with other 

items in that database.   

 
 

Figure 1.  Comparative results with iThenticate Plagiarism Software 

Content checking using PlagiarismA is shown in Figure 2.  These are the pairwise 

comparisons for the papers in each set.  The 1:1 comparison displays less variation than 

the 1:M comparisons from iThenticate.  For example, the set A papers exhibit duplicate 

content values greater than 60% when the comparison is to the iThenticate database, 

whereas when paper A1 is compared directly to paper A2 the duplicate content drops to 

50%.  This can be explained as the overall extent of publication of the topic of the papers 

in set A.  That is, iThenticate tends to indicate this is a topic on which a number of papers 

have been published, whereas the direct comparison indicates there are considerable 

differences between those two papers.  It is interesting to observe the paper pair G3 and 

G4 were selected for an allegation of research misconduct, while another paper pair of G1 

and G4 with a much larger similarity value was not.  This begins to raise a question 

concerning the manner in which papers are selected for allegations of research misconduct.  
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It appears such selection is made using a different criteria than similarity or duplicate 

content.  And, duplicate content is the basis for plagiarism as set forth by the USCL. 

 

Figure 2.  Comparative results with PlagiarismA Similarity Checker 

There appears to be differences between the duplicate content checking of these two 

software programs for the paired sets of research papers.  A paired-comparison of the 

means of the PlagiarismA (  = 51.8%) and iThenticate (  = 36.7%) similarity values for 

all the papers in the study indicate they are not equal (t-value = 0.016, Ŭ = 0.05).  

Considering these means, PlagiarismA appears to yield a stronger evaluation of the 

similarity between a pair of papers under evaluation.  This is an indicator the preferred 

method for conducting duplicate content checking for the similarity of two papers is the 

application of PlagiarismA. 

Comparison of the means of the Alleged and Not Alleged groups for the papers in the study 

using the PlagiarismA (  alleged = 50.9%,  not-alleged = 52.3%) and iThenticate (  alleged = 

34.5%,  not-alleged = 35.7%) similarities for each computer software program indicates there 

is no difference in the means of the Alleged and Not Alleged groups of papers (t-value 

PlagiarismA = 0.845; t-value iThenticate = 0.918, Ŭ = 0.05).  With no differences in these 

means, this denotes the papers alleged to be similar and subject to research misconduct 

appear to be selected randomly.   Those papers with alleged research misconduct were 

selected based on some other condition or criteria than their actual content similarity.  

Does a casual similarity between unrelated papers within the same general discipline?  Is 

this a limitation with PlagiarismA?  This is tested by comparisons of papers in sets A, B, 

D, F, G, and J.  Here J1 is established as a paper from a different discipline that was used 

specifically for this testing.  Results of the individual pairwise comparisons are shown in 

Table 1.  This is used to determine the casual similarity that occurs among unrelated works 

in different research streams.  There may be an expectation such comparison would have 

absolutely no similarity.  The table results show there is an average casual similarity of 

6.68%.  This is an expected outcome as research works often follow similar outlines and 

approaches to writing research papers.   
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Table 1.  Casual Similarity 

Paper Pair Similarity  Paper Pair Similarity  

A1 v D1 7% J1 v B1 9% 

A1v D2 9% J1 v B2 5% 

F1 v G3 7% J1 v F1 6% 

F3 v G3 7%   

 

All stakeholders, and especially those bring allegations of research misconduct, need to be 

familiar with results afforded by duplicate content checking software.  This is an absolute 

requirement as the use of this software is recommended to faculty and subsequently 

deployed by university stakeholders as they engage in nondiscriminatory investigations of 

allegations of research misconduct.  

SUMMARY AND CONCLUSION  

Research misconduct is a multi-faceted circumstance that touches a diversity of 

stakeholders.  Regulations and policies emanate in different approaches by stakeholders 

that include the NIH, USCL, and professional organizations.  Of the various aspects of 

research misconduct, ñself-plagiarismò is the most difficult to assess.  It is acceptable both 

legally and ethically.  Stakeholders, especially university administrations, could potentially 

deploy self-plagiarism as a contrivance to discipline faculty members.  Those stakeholders 

investigating allegations of research misconduct have wide-ranging and undefined 

practices they can manipulate to justify any outcome they desire.  The results of this 

research investigation demonstration there is a statically significant difference in the 

similarity of research papers evaluated with 1:M software versus 1:1 software.  The 1:1 

software provides a higher level of content similarity detection.  Clearly, additional 

research on duplicate content checking software programs, the results produced by those 

programs, and the accepted practices of the relevant research discipline need to be 

performed to establish the efficacy of these aspects of research misconduct including self-

plagiarism. 
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ABSTRACT 

The consequences of poor eating behaviors can impact, not only the overall health of 

individuals, but it can negatively impact government and organizational costs. Healthy 

eating behaviours are influenced by personal, behaviour, and environmental factors, and 

have been investigated through many theoretical frameworks.  In this study, expectancy 

theory was explored as a tool to understand healthy eating motivations in the context of 

consumer behaviour. Based on the expectancy theory, six hypotheses were created and 

tested using a survey conducted at two universities. A total of 188 students completed the 

survey which included questions on eating behaviors, nutrition knowledge and self-

efficacy for healthy eating. An expectancy theory model based on the resulting scores was 

analyzed through Partial Least Square regression.  The six hypotheses were confirmed by 

the analysis and the null hypotheses were rejected. This indicates that Healthy Eating 

Behaviour can be positively impacted by various interventions dealing with knowledge and 

self-efficacy (Expectancy), enhancing studentsô understanding of nutrition impacts on 

health (Instrumentality), and encouraging a change in values to believe in the importance 

of having a healthy eating lifestyle (Valence). Therefore, expectancy theory has a role to 

play in explaining healthy eating consumer behaviour and promoting health among 

university students.   

INTRODUCTION  

Good nutrition is critical to maintain health for people of all ages. Nova Scotia (NS) is on 

the front lines of a battle against obesity, a condition that is affecting North Americans 

from coast to coast. Healthy eating could contribute to a healthier population, increased 

quality of life and reduced health care costs. Health related organizations and government 

departments are engaged in promoting health and wellness.  

University students are often living on their own for the first time. They may be eating in 

university dormitories, or sharing meals with friends at local eateries or in studentsô 

apartments. Are university students living a healthy eating lifestyle, and if not, how can 

they be motivated to do so?  

The purpose of this paper was to better understand how university students approach 

healthy eating, and how best to motivate them to pursue a healthy lifestyle. First, nutrition 

knowledge, eating habits, self-efficacy and perceived importance of eating nutritious meals 

were evaluated for a sample of university students living in Halifax, NS, then the 

expectancy theory was explored as a tool to better understand healthy eating motivations 

in the context of consumer behaviour.   

INFLUENCES ON CONSUMER HEALTHY  EATING BEHAVIORS  
Rising rates of obesity and nutrition related chronic diseases in western societies have been 

contributing to an economic burden for health care at government, organization and family 

levels (World Health Organization (WHO), 2009). Worldwide, it has been reported that 
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51% of strokes and 45% of heart disease are caused by high blood pressure which in turn 

is impacted by overweight and obesity and consumption of excess salt and processed foods 

(WHO, 2009). Also worldwide, the WHO (2009), estimated that more than a billion people 

were overweight (Body Mass Index (BMI) Ó25), more than 300 million were obese 

(BMIÓ30) and that the rates were expected to increase.  

In high income countries, while tobacco use was reported to be the leading cause of deaths 

(17.9%) and disability-adjusted life years (DALY; 10.7%), the combined totals from high 

blood pressure, overweight and obesity, high blood sugar, high cholesterol and low 

vegetable and fruit intake were identified as causes of 40.5% of deaths and 22.2% of DALY 

(WHO, 2009). This indicates that is is  imperative to improve healthy eating 

behaviors.There is also evidence that poor eating behaviors can lead to reduced resistance 

to infection, poor mental and overall malaise (Qi, Phillips and Hopman, 2006; Boyle and 

LaRose, 2009; Edelstein and Sarlin, 2009; Gibney, Lanham-New, Cassidy and Vorster, 

2009).  This, in turn, leads to decreased productivity due to sick time and diminished 

performance.  

The cost to governments and organizations for all these negative outcomes of poor eating 

behaviors is significant. For example, in Canada, the combined direct and indirect costs of 

obesity was reported to be over $4.6 billion, diabetes $11.7 billion and heart disease over 

$20.9 billion (Public Health Agency of Canada, 2011; Canadian Diabetes Association, 

2010; Public Health Agency of Canada and Canadian Institute for Health Information, 

2011). In the United States, total health care expenditures were reported to be $2.7 trillion 

(Centers for Disease Control and Prevention (CDC), 2013) with chronic, mostly nutrition 

related, diseases costing more than 75% of this total (CDC, 2009).  

Therefore, governments and organizations have been investing resources to promote 

healthy eating behaviors. For example national food guides, child and school nutrition 

standards and food product labeling are all government health promotion strategies. At the 

organizational level there has been a growth in wellness programs intended to reduce 

benefits costs, increase productivity and improve the overall health of employees (Burton, 

2007; Touger-Decker, O'Sullivan-Maillet, Byham-Gray and Stoler, 2008).  

University students are an important population group to target for promotion of healthy 

eating behaviors because they are in transition from care by their families to independent 

adulthood (Gores, 2008; Boyle and LaRose, 2009; Kim, Ahn, and No, 2012). 

Establishment of healthy eating behaviors at this stage will likely lead to long term health 

and reduced risk of developing obesity and other nutrition related diseases (Gores, 2008).  

It is also expected that better nutrition and health status will also enable students to 

maximize their performance and therefore their investment in their education. Therefore, 

universities have a social responsibility to their students as well as their public funders to 

support and promote healthy eating behaviors. The influencers on consumer healthy eating, 

both external and internal, need to be well understood before effective health strategies can 

be identified and implemented.   

External and internal influencers of healthy eating and other health behaviors of university 

students have been examined through the lens of a number of theoretical frameworks. The 

common theme of these examinations is that the influencers of healthy eating are complex 

and interrelated.  However, understanding motivations and the underlying beliefs or 

attitudes have been identified as key to influencing health behaviors (Lowe and Norman, 

2013). 
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The theory of planned behavior states that behaviors can be predicted by beliefs or 

knowledge, attitudes and intentions (Ajzen, 2005). This theory has been shown to predict 

about 44% of intention and 19% of the variance in health behaviors (McEachan, Conner, 

Taylor and Lawton, 2011; Lowe and Norman, 2013). This indicates that there may be 

additional variables to be considered.  

Building on the theory of planned behavior, social cognitive theory illustrates health 

behavior within a dynamic framework in which a person is driven by internal personal 

factors, behavioral patterns and environmental events (Bandura, 1986; 1999). When there 

is interaction among all three of these factors it is known as reciprocal determinism 

(Bandura, 1986, 1999; Savoca and Miller, 2001; Dewar, Lubans, Plotnikoff and Morgan, 

2013). For example, social cognitive interventions have been found to be more effective 

than just education based interventions in increasing fruit and vegetable consumption 

(Kreausukon, Gellert, Lippke and Schwarzer, 2012).  Self-efficacy is an internal personal 

factor of the social cognitive theory which can affect a personôs motivation, knowledge 

uptake and implementation of change (Bandura, 1986; 1999) and its role in outcome 

expectation forms the expectancy-value theory (Vroom, 1964; Bandura, 1999).  

The health belief model is often used to describe disease prevention and focuses on a 

personôs belief on perceived susceptibility and severity of the consequences of disease. 

Briefly, if a person believes that the benefits of taking actions to prevent disease outweigh 

the perceived consequences than that person will take action to prevent the disease.  

However, if a person views barriers to preventing the disease as too high then that person 

is unlikely to make changes or modify behavior (Kim et al., 2012). In one study examining 

health behaviors in university students it was found that perceived benefits of healthy 

eating, as well as perceived barriers to healthy eating both had significant effects on 

behavioral intentions with a high perception of benefits and a low perception of barriers 

leading to positive intentions to eat healthy foods (Kim et al., 2012).  One drawback of 

using this model with youth and university students is that because of their age and life-

stage they may not perceive the long-term consequences of obesity as severe enough to 

outweigh the associated barriers to eating healthy resulting in no behavioral changes.   

Central to these theoretical frameworks are the personal beliefs or expectations about how 

well one can perform an activity and the value placed on the activity and its outcome. 

Therefore this paper explores the application of expectancy theory to study healthy eating 

motivations and behaviors. Expectancy theory and the related expectancy-value theory 

have been rigorously researched and refined for over 80 years (Vroom, 1964; Lawler, 1971; 

Eccles and Harold, 1991; Cox and Whaley, 2004; Gao, Lee and Harrison, 2008). 

Expectancy theory forms the basis of much of the management literature related to 

motivation in organizations.    

According to expectancy theory, a personôs motivation to perform a particular task is 

impacted by how they perceive their ability to perform the task and the reward for doing 

so. Three perceptions or beliefs relevant to the theory are expectancy or the extent to which 

the person perceives their effort or performance as leading to the desired outcome; 

instrumentality or the likelihood that performance will lead to a reward; and valence or the 

perceived value of the reward (Johnson and Marshall, 2009). The theory requires that three 

perceived conditions be met: effort leads to performance; performance leads to reward; and 

reward is valued (Johnston and Marshall, 2009). Strength of belief is expressed by accuracy 

and magnitude. A person must have an accurate perception of the links for expectancy and 
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instrumentality in order to be motivated; and the strength of the belief must be sufficiently 

robust to compel them to act (Johnston and Marshall, 2009).  

Healthy eating, making wise food choices and eating a nutritious and balanced diet, is the 

desired outcome for people of all ages. If expectancy theory can be successfully applied to 

motivate consumers to eat healthy they must also believe that doing so will lead to a desired 

outcome (performance), and that the performance will lead to a desired reward (good 

health). The ability of consumers to gain health outcomes from their attempts to eat a 

nutritious diet can be linked back to self-efficacy: their confidence in their ability to follow 

healthy eating behaviors. Those who believe that they can successfully source, prepare and 

consume a nutritious diet will have higher levels of self-efficacy than those who do not 

believe they are capable of doing so. Also, those who believe they can successfully 

embrace a healthy eating lifestyle will only be motivated if the outcome of such activities 

(good health) is valued by them. Do they seek good health outcomes? Do they value eating 

a nutritious diet?  

HYPOTHESES 

If a person sees the link between effort and performance (expectancy) and they see the link 

between performance and reward (instrumentality), and they also value a nutritious diet, 

then they should be motivated and engaged in having a healthy eating lifestyle. Therefore, 

based on expectancy theory, six hypotheses were created to test the theoryôs relevance to 

encouraging a healthy lifestyle. The hypotheses reflect the basic tenets of expectancy 

theory and they are designed to explore its fit to a healthy eating model, while also 

providing insight into motivations to follow a nutritious diet. The six hypotheses developed 

for this study and based on expectancy theory included:   

H1: Expectancy will influence Instrumentality for healthy eating. 

H2: Instrumentality for healthy eating will influence the Valence associated with healthy 

eating. 

H3: The Valence for healthy eating will influence Healthy Eating Behaviour. 

H4: Expectancy will influence the Valence for healthy eating. 

H5: Expectancy will influence Healthy Eating Behaviour. 

H6: Instrumentality for healthy eating will influence Healthy Eating Behaviour.  

If the null hypotheses are rejected, expectancy theory could become a useful tool to 

facilitate healthy eating behaviour among university students.  

METHODOLOGY  

The research was cleared by the university research ethics boards prior to data collection. 

The questionnaire was face validated, tested and made available on Fluidsurveys.com. The 

link to the questionnaire was distributed to students at two universities in Halifax, NS, 

through university professors who had agreed to distribute the invitation to their students. 

In return for questionnaire completion, students could voluntarily enter their names into a 

draw for one of 15 amazon.ca gift cards.  

In order to run PLS, a formative model must be created to be tested by the regression 

procedure. The formative model (Figure 1) was created to measure the hypotheses based 

on the scales used in the questionnaire.  
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Figure 1. Hypotheses Formative Model

 
Partial Least Square regression (PLS) was chosen as the most appropriate method with 

which to evaluate the research model. PLS analysis does not rely on assumptions of 

multivariate normal distributions (Hair, Black, Babin, Anderson and Tatham, 2006; Pirouz, 

2006; Drenger, Hansjoerg and Jahn, 2008; Garson, 2008).  Therefore, no data 

transformations were done to support the technique. Testing of the model required several 

steps and iterations. First, a confirmatory factor analysis was completed to finalize the 

additive scales used and to be sure that the data supported the underlying scale structures 

(Hair et al., 2006; Drenger et al., 2008; Garson, 2008). Following the confirmatory factor 

analysis, scales were adjusted by deleting items with low factor loadings. The next step in 

the analysis was to test for scale reliability. A reliability analysis was completed for each 

of the additive scales in the model. This step resulted in the inclusion in the research of 

only those items that added to the overall reliability of the scale as an additive measure 

(Hair et al., 2006; Drenger et al., 2008). Completion of the confirmatory factor analysis 

and the reliability analysis purified the factors and ensured their unidimensionality prior to 

evaluating the model (Hair et al., 2006; Drenger et al., 2008).  

Following the verification of reliable scales a PLS analysis was conducted. The initial 

analysis provided feedback on the regression coefficients for the model. Data from the PLS 

analysis also provided information on overall model reliability. This analysis was then 

followed by a bootstrap analysis to identify the significant relationships in the model and 

to test the regression equations (Drenger et al., 2008). Finally, a blindfold analysis was 

completed to determine the overall model fit (Drenger et al., 2008).                                                                                                                

After the analyses were completed, the initial measurement model was evaluated to reflect 

relationships in the model that were statistically significant and to best represent the 

structural attributes of the model (Drenger et al., 2008; Garson, 2008; Hair et al., 2006; 

Pirouz, 2006). The hypotheses were then evaluated based on the final model as determined 

by the analyses. It should be noted that demographic data were run using data weights to 

remove any inherent bias due to university distribution in the final sample. However, PLS 

regression is not based on data weights, resulting in a case weight of 1 for each survey 

response. 

In order to measure the formative model two scales were created from the data collected in 

the survey. To measure Expectancy, self-efficacy and student knowledge were combined 

into a single additive scale. To measure Instrumentality, student agreement with statements 

describing healthy eating was combined into a single additive scale. Scale development 
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included confirmatory factor analysis to ensure unidimensionality, followed by reliability 

analysis for each scale. In addition, the descriptive scale statistics were also measured to 

conduct a detailed analysis of studentsô self-efficacy, knowledge, and underlying beliefs 

about what constituted healthy eating. Valence, the value that students place on healthy 

eating, was measured in a single scaled variable that asked students how important a 

nutritious diet was to them. Healthy Eating Behaviour, the desired outcome of the analysis, 

was measured in a single scaled variable that ascertained whether or not students currently 

ate a nutritious diet.  

All of the measures used in the analysis were based on studentsô perceptions and 

knowledge. The results were not tested and studentsô eating habits were not observed. 

However, with expectancy theory it is the perceptions of participants that are fundamental 

to their willingness to exert the effort to obtain the desired performance.  

RESULTS AND DISCUSSION 

A total of 188 students completed the online questionnaire. Most of the students were 

female (79%) and single (79%). Nearly 18% were married or living with a partner. They 

ranged in age from 17 to 55 years with an average age of 22 years. Ninety-five percent 

were full-time university students. Nearly one-third were in their first year of university. 

Thirty-eight percent were in their second or third year of university study. Nearly 16% 

were in their fourth year, and approximately 14% of students were in their fifth year or 

more of university study. Most students were completing an arts degree (55%), followed 

by science (20%) and business administration (9%). Nearly 10% identified their area of 

study as professional studies without providing detailed information about major 

discipline. Approximately six percent of respondents were taking education degrees and 

one percent were nutrition students. Given that only two of the students were studying 

nutrition it is unlikely that their knowledge of healthy eating, which could greatly exceed 

that of the typical university student, could bias the study.  

Self-efficacy was measured by first focusing on the confidence that students felt in their 

ability to eat a nutritious diet both during, and outside of, the academic term. Students were 

asked to rate their confidence on a five-point Likert scale and ratings ranging from 1) Very 

high to 5) Very low with an average scale rating of 2.13 (SD=.88) for their confidence 

outside of the academic term. Ratings for student confidence during the academic term was 

less confident, ranging from 1) Very high to 5) Very low, with an average scale rating of 

2.76 (SD=.99). The results revealed that typically the students felt confident in their ability 

to eat a nutritious diet, but with less confidence during the academic term than outside of 

the academic term. The differences in the average confidence ratings were statistically 

significant (t (165)=8.591, p=.000).  The lower level of confidence in ability to eat healthy 

diets during the academic term is intriguing. Other researchers also identified self-efficacy 

as an important predictor of healthy eating behaviors of university students (Boyle and 

LaRose, 2009; Yilmaz, 2014) but not differences, as identified in this study. The specific 

issues impacting student confidence were outside of the scope of this research, but it is 

possible that reciprocal determinants (Bandura, 1986; 1999) such as being on oneôs own 

for the first time, or having to make intelligent food choices while being exposed to a broad 

range of menu options, may confuse students. 

Students were also asked to rate their own knowledge of nutrition on a five-point Likert 

scale and ratings ranged from 1) Very good to 4) Poor with an average scale rating of 2.13 

(SD=.88). The results revealed that typically the students felt reasonably comfortable with 
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their level of nutrition knowledge. Student knowledge was not tested as part of this 

research, but clearly they perceived themselves as being fairly knowledgeable. It should be 

noted that although nutrition education improves knowledge (Kolodinsky, Harvey-Berino, 

Berlin et al., 2007; Podder, Hosig, Anderson, et al., 2010; Ha and Caine-Bish, 2011); it 

must be intertwined with other factors (Savoca and Miller, 2001; Kreausukon et al, 2012).  

Students were asked to indicate their agreement with a list of healthy eating statements by 

rating each on a five-point Likert scale ranging from 1) Strongly agree to 5) Strongly 

disagree. Students had very high agreement ratings related to avoiding processed foods 

(M=1.95, SD=.95), eating vegetables, whole grains, and milk daily (M=1.81, SD=.86), and 

eating a variety of foods everyday (M=1.87, SD=.86). They had good ratings for avoiding 

high salt, sugar, and fatty foods (M=2.03, SD=98), and choosing locally grown food 

(M=2.26, SD=1.14). Students were asked if they engaged in eating a healthy diet. Most 

believed that they did so with an average rating of 2.17 (SD=.90) on the five-point Likert 

agreement scale. However, when they were asked if it was important to eat a healthy diet 

their rating was neutral, averaging 2.66 on the five-point Likert agreement scale (SD=1). 

This indicates that just because students understand healthy eating principles, they may not 

see the value in practicing the behavior. Similarly, Boyle and LaRose (2008) observed that 

students may not take action to improve health if the need is not perceived. 

To conduct the PLS analysis of the formative model created from the literature to test the 

hypotheses, Valence was measured as the importance of eating a healthy diet. The five-

point agreement scaled variable was used directly as the Valence measure in the model. 

Also, the desired behaviour in the formative model, Healthy Eating Behavior, was 

measured by using the five-point scaled variable for currently engaging in eating a healthy 

diet. However, in order to measure Expectancy and Instrumentality in the model, scales 

had to be created from existing variables. The statistics for Valence and Healthy Eating 

Behaviour are summarized in Table 1.  

Table 1. Valence and Healthy Eating Behaviour Measures 

Variable  Number Min.  Max. Mean Std. Dev. 

Valence (B3): 

Importance of eating 

a nutritious diet 

179 1 5 2.66 1.012 

Behavior (B9a): Eats 

a Healthy Diet 

174 1 5 2.17 .898 

Scale: 1) Strongly Agree; 2) Agree; 3) Neutral; 4) Disagree; 5) Strongly Disagree 

The Expectancy scale, designed to capture the link between effort and performance, was 

measured by creating an additive scale consisting of three variables: confidence in oneôs 

ability to eat nutritious diet during the academic term, confidence in oneôs ability to eat 

nutritious diet outside of the academic term, and the studentôs knowledge rating. A 

confirmatory factor analysis revealed that the three variables combined to measure as 

single factor (unidimensionality) with robust factor scores (greater than equal to .50), and 

a reliable scale rating of Cronbachôs alpha of .70, which meets the criteria for scale 

reliability. The total variance explained in the factor analysis was 63%. The additive scale 

ranged from 2 to 10, with the stronger score being 2. The average scale total was 7.39 

(SD=2.17). The scale measures are summarized in Table 2.  
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Table 2. Confirmatory Factor Analysis and Expectancy Scale Reliability 

Variable (indicator) Number Min.  Max. Mean Std. 

Deviation 

Factor 

Loading 

B12: Confidence outside 

of academic term 

180 1 5 2.13 .88 .85 

B11: Confidence during 

academic term 

166 1 5 2.76 .99 .76 

B2: Nutrition Knowledge 

(Self-rated) 

166 1 4 2.50 .81 .73 

Total Variance Explained      62.8% 

Cronbachôs alpha      .70 

Expectancy Scale 166 2 10 7.39 2.17  

Scale for Knowledge: 1) Very Good; 2) Good; 3) Moderate; 4) Poor; 5) Very Poor 

Scale for Nutrition: 1) Very High; 2) High; 3) Moderate; 4) Low; 5) Very Low 

A confirmatory factor analysis was completed for studentsô beliefs of what constituted 

healthy eating to measure Instrumentality (the link between performance and reward). The 

results revealed that of eight statements, five resulted in factor loadings robust enough to 

be kept in the scale (.50 or higher). The five statements explained 48% of the variation in 

the data and had a reliability measure of .72 for Cronbachôs alpha. The additive scale 

ranged from 5 to 25, with the strongest score being 5. The average scale total was 9.94 

(SD=3.31). The scale statistics are summarized in Table 3.  

Table 3. Confirmatory Factor Analysis and Instrumentality Scale Reliability 

Variable (indicator) Number Min.  Max. Mean Std. 

Deviation 

Factor 

Loading 

B8d: Avoid 

Processed Foods 

180 1 5 1.95 .953 .80 

B8c: Avoiding high 

salt, sugar, and fatty 

foods 

181 1 5 2.03 .980 .80 

B8e: Choosing 

locally grown foods 

181 1 5 2.26 1.137 .71 

B8a: Eating 

vegetables, whole 

grains, and milk 

daily 

180 1 5 1.81 .857 .58 

B8b: Eating a 

variety of foods 

everyday 

181 1 5 1.87 .857 .52 

Total Variance 

Explained 

     47.9% 

Cronbachôs alpha      .72 

Instrumentality 

Scale 

180 5 25 9.94 3.314  

Scale: 1) Strongly Agree; 2) Agree; 3) Neutral; 4) Disagree; 5) Strongly 

Disagree 
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PLS analysis was conducted to test the formative model and required three different 

procedures. The first procedure is the basic PLS analysis which results in a regression 

analysis for all of the relationships in the model. Endogenous variables (those with other 

variables flowing into them) result in R2 values while the flows result in beta weights. The 

PLS analysis also provides further tests of construct unidimensionality and convergent 

validity. Following the PLS analysis a second analysis is conducted that measures the 

statistical significance of the relationships in the model by using a bootstrap procedure. 

This analysis used 199 resamples of the data to generate t-values for the relationships in 

the model from which statistical significance can be determined. The third and last analysis, 

called a blindfold analysis, provides measures by which to determine the discriminant 

validity of the model.  

A review of the cross-loadings of scales along each of the model constructs was completed 

to ensure that the variables loaded more heavily on the construct they were supposed to 

measure in the formative model, ensuring unidimensionality. The results showed that the 

strongest loadings did load where they were expected to within the model. The structure of 

variable loadings appears in Table 4.  

Table 4. Cross-loading Summary to Confirm Unidimensionality 

 Expectancy Healthy 

Eating 

Behaviour 

Instrumentality Valence 

B11 Confidence during 

academic term 
0.82 0.58 0.26 0.33 

B12 Confidence outside 

of academic term 
0.83 0.45 0.22 0.37 

B2 Nutrition Knowledge  0.72 0.36 0.06 0.47 

B3 Importance of eating 

nutritious diet 

0.49 0.50 0.29 1.00 

B8a Eat vegetables, 

whole grains and milk  

0.16 0.20 0.61 0.21 

B8b Eat a variety of 

foods 

0.23 0.28 0.60 0.16 

B8c Avoid 

salt/sugar/fatty foods 

0.14 0.27 0.76 0.23 

B8d Avoid processed 

foods 

0.14 0.31 0.77 0.21 

B8e Eat local foods 0.14 0.27 0.70 0.20 

B9a Eat healthy diet 0.59 1.00 0.39 0.50 

Convergent validity was then examined by ensuring that all factor loadings, reliability, and 

average variance extracted for each scale met the criteria for each test. The criteria were as 

follows: factor loadings > .50, reliability coefficients > .70, and average variance extracted 

(AVE) > .50. All of these criteria were met by the model except for average variance 

extracted by the Expectancy scale, with .48. This is very close to the cut-off of .50, but it 

was a weaker measure. The results of this analysis are summarized in Table 5. 

 

 

 



ASBBS eJournal; Vol. 11, No. 1; Summer 2015 

 

40 

 

Table 5: Construct Reliability and Convergent Validity 

 AV

E 

Composit

e 

Reliability 

R-

squar

e 

Cronbachô

s Alpha 

Communalit

y 

Redundanc

y 

Expectancy 0.63 0.83 - 0.70 0.62 - 

Healthy Eating 

Behaviour 

1.00 1.00 0.46 1.00 1.00 0.33 

Instrumentalit

y 

0.48 0.82 0.05 0.72 0.48 0.02 

Valence 1.00 1.00 0.27 1.00 1.00 0.23 

The final step in determining the appropriateness of the model was to determine the 

discriminant validity for each of the model constructs using multiple measures (Rigdon, 

2007). Measures included R2 for endogeneous variables (inner circle of the formative 

model). In addition, two additional measures, Fornall-Larcker and Stone-Geisser (Q2) were 

used for remaining variables in the model. The Fornell-Larcker measure requires that the 

average variance extracted (AVE) be greater than the highest squared correlation for each 

construct. These criteria were met by the model. The results are summarized in Table 6.  

Table 6: Evaluation of Model Discriminant Validity  

 AVE Highest Correlation 

Squared 

Stone-Geisser Q2 

Expectancy 0.62 0.35 0.26 

Healthy Eating 

Behaviour 

1.00 0.25 0.43 

Instrumentality 0.48 0.08 0.02 

Valence 1.00 1.00 0.27 

The six hypotheses were confirmed by the analysis and the null hypotheses were rejected.  

The R2 was low for 1 out of 3 variables, with Instrumentality having the lowest R2 of .06. 

However, the results for Healthy Eating Behaviour and Valence were much stronger. The 

R2 for Healthy Eating Behaviour was .46, which was sufficient to exceed the critical level 

of .35 for a strong effect (power = .99). Also, the R2 for Valence was .27, which was strong 

enough to exceed the level of .15 for medium effect (power = .99). The result was a 

reasonably strong analysis.  

This indicates that Healthy Eating Behaviour can be positively impacted by various 

interventions dealing with knowledge and self-efficacy (Expectancy), enhancing studentsô 

understanding of nutrition impacts on health (Instrumentality), and encouraging a change 

in values to believe in the importance of having a healthy eating lifestyle (Valence). Shifts 

in any of these factors can enhance a healthy eating lifestyle. This analysis also indicates 

that the expectancy theory can be used to encourage a healthy eating lifestyle among 

university students. Those who do not have a positive expectancy will not have strong 

instrumentalities or valences. As a result, they will not be motivated to pursue healthy 

eating behaviour. The PLS Analysis of the Formative Research Model appears in Figure 

2.  



ASBBS eJournal; Vol. 11, No. 1; Summer 2015 

 

41 

 

Figure 2: Partial Least Squares Analysis of Formative Research Model 

(*Significant at .05 level: ** Significant at .01 level)

 
LIMITATIONS  

As the sample for this research were from two NS universities, skewed to first and second 

year students and mostly female, a limitation was? that the findings may not be 

representative of all university students. A second limitation was? that the questionnaire 

did not contain a construct to measure expectancy theory per se. However, the survey 

measures were successful in creating the conceptual model for an expectancy analysis and 

the results indicated the potential for the application of this classic theoretical framework 

to influence healthy eating behaviors.  

CONCLUSIONS 

Expectancy theory has a role to play in explaining consumer behaviour for health 

promotion among university students. As noted by Lowe and Norman (2013) there is a 

need to focus on the underlying attitudinal constructs of health behaviors. While external 

influencers are important, the findings from this study indicated that consumer healthy 

eating promotions should focus on presenting healthy eating and its health outcomes as 

realistic and valued goals along with the knowledge and supports to achieve these goals. 

The motivational constructs work in concert; as expectancy increases, so does 

instrumentality and valence for the reward. And finally, as valence increases, so does the 

behavior.    

Recommendations for future research stemming from this study include exploration of why 

studentsô self-efficacy varies by attendance at university, evaluation of specific consumer 

healthy eating behavior promotions, and the application of the expectancy theory to other 

heath behaviors. Similar to Dewar et al (2012), who tested a tool to evaluate social 

cognitive theory, development of a refined tool to assess healthy eating behavior within the 

expectancy framework, and perhaps as a complement to the social cognitive theory tool, is 

suggested.   
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ABSTRACT        

 

Branded iphone apps have had varying degrees of success in appealing to the Millennial 

demographic. Our research conclusions are based on literature review, textual analysis of 

award winning apps, developer interviews, and discussion with two groups from the Thai 

Generation Y demographic, and show that successful branded apps for iphone follow a 3 

stage development strategy, express brand identity, and meet the needs and preferences of 

the target audience. The findings show that in app design, color and typeface are commonly 

used to subtly express brand identity. Relevant messages delivered through an 

experimental style were found to express brand personality. Technologies and features in 

all three apps were simple enough to increase usability and prevent user confusion. The 

development strategy can be divided into 3 stages: pre-production, production and 

evaluation. It is also found that Thai Generation Y have a strong demand for iPhone apps 

that provide them with useful content, serve their specific needs, and fit with their lifestyles. 

It suggests that the brand officers should always be clear about the target groupôs needs 

and expectations of design, features, and usage. Apps should be designed to engage with 

the consumer rather than simply selling products to them. 

 

INTRODUCTION  

 

With the rising usage of iPhone applications among the Thai Generation Y demographic, 

branding officers have been tasked with maximizing the effectiveness of this new channel. 

According to Appling and Pappalardo (2014), iPhone apps can be categorized as games, 

lifestyle and health care, education and reference, multimedia and entertainment, finance 

and productivity, and social networking.  So called Generation Y or Millennials, those 

consumers born between 1980 and the early 2000ôs, are being targeted as they are heavy 

users and rely on digital applications to obtain most of their information including brand 

information.  In addition, Millennials possess increased purchasing power and are 

considered vital to the global economy (Tapscott, 2010; Van Den Bergh & Behrer, 2013).In 

Bangkok, the capital city of Thailand, as in many parts of the world, Generation Y are 

using applications on mobile communication devices in many aspects of their lives. 

Like other marketers around the world, Marketers in Thailand are exploring this 

opportunity to tap their branded content into these applications (Ives, 2009; Lynn & Berger, 
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2014). Communication scholars are also trying to learn about consumerôs digital media 

usage; especially mobile smart phone applications, as these young users dedicate more and 

more time to new media technology (BinDhim, Freeman, & Trevena, 2014; Boonchutima 

& Tang, 2014; Djamasbi, Siegel, & Tullis, 2010; Paschou, Sakkopoulos, & Tsakalidis, 

2013; Willnat & Aw, 2014). The branding officers have been searching for effective uses 

of this new channel to optimize engagement with their young consumers (Evans & McKee, 

2010; Gualtieri, 2011). 

There have been varying degrees of success by branding officers in communicating their 

brand attributes and increasing the consumersô interaction and engagement with the brands. 

Frequently, an appsô popularity hasnôt been sustained even with considerable investment 

(Gualtieri, 2011). Among the failed apps, some apps still managed to successfully 

emphasize their brand attributes and increase consumer engagement. Therefore, we aim to 

examine the communication tactics used by successful branded iPhone apps to discover 

the branded iPhone apps development strategy and to examine opinions towards branded 

iPhone apps among Generation Y. 

 

LITERATURE REVIEW  

 

The current framework was created by reviewing academic literature on branding 

(Bellman, Potter, Treleaven-Hassard, Robinson, & Varan, 2011), iPhone apps 

development (Ginsburg, 2010; Wen, Chang, Lin, Liang, & Yang, 2014), characteristics of 

Generation Y (Savage & Sara Savage, 2011; Van Den Bergh & Behrer, 2013), and the uses 

and gratification theory (Hui-Yi & Ling -Yin, 2010; Lin, Fang, & Hsu, 2014). 

Bellman et al. (2011) found that the effect of applications is significantly associated with a 

positive persuasive impact. That is to say, an appôs effectiveness is measured as a true 

increased interest in the brand and the brand's product category. However, increased 

consumer interest does not always lead to consumer action.  Even with a large increase in 

the favorability of brand attitude among consumers, often there was only a small effect on 

a possibly corresponding purchase intention.Bellman et al. (2011) shows that  purchase 

intention is most heavily influenced towards consumer action by an apps utilization of an 

informative communication style.  His research proved that apps using an informational 

style were able to boost purchase intention compared to apps that use an experiential style. 

Ginsburg (2010) proposed that development of iPhone apps begins with research, user 

analysis, and competition analysis. Developers then need to assess and use the resulting 

data for conceptualizing and creating the app. In this stage, the activities include 

brainstorming, creating a prototype, and performing a usability concept test. The following 

stage is to refine the concept and, of course, actual design of the user interface. At this 

point, the visual design is aimed to attract users, improve usability, and ódelightô users. 

Ginsburg (2010) also emphasized the importance of optimal integration of brands and 

advertising in the app. Brand expression can be found through naming, trademarks, and 

even the user experience (Gualtieri, 2011). The app should fit with the usersô context, that 

is to say, the user can access useful location-based content with fast response times as users 

are on the go. Content should be personalized and related to a userôs contacts and friends. 

In addition, given that many users have multiple devices, content from branded apps should 

not be limited by platform incompatibility.  
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Van Den Bergh and Behrer (2013) suggest that Millennials pay more attention to 

themselves and become cynical towards commercial messages. As a result, Millennials 

view friends as their most trusted source of information. There is a premium placed on 

authenticity so brand communicators must ensure that all product claims can be perceived 

as honest and valid by the target audience. Because Generation Y consumers are still in the 

process of identity formation, brands take on extra significance and meaning. Brand 

identities become intimately connected to the individual consumerôs identity. Savage and 

Sara Savage (2011) have found that the symbolic meaning of cultural products is 

interpreted as part of the users identity.  Millenials prefer brands that embody and 

exemplify happiness as this age group is not overly serious or concerned with negative 

events like wars or famine. Gamification can also be used as a marketing tool to engage 

these young consumers where the interplay of content and user occurs by design 

(Feldmann, 2005; Wen et al., 2014). 

Hui-Yi and Ling-Yin (2010) discovered that the main motive of Generation Y app users is 

ñrelaxing and relieving stress.ò Game and entertainment apps were used more than one 

hour per day on average.  Accordingly, user gratification is not based on an appôs utility as 

a personal assistant nor its ability to provide real-time information, as many had predicted. 

The findings are consistent with Lin et al. (2014)ôs findings where entertainment is one of 

the primary factors driving the participantsô app usage. User gratification and motives are 

not influenced by gender and income level; however, age, education levels, and occupation 

are demographic markers where differences are indicated. Specifically, younger consumers 

and/or students express higher motivation and gratification compared to other population 

groups (Hui-Yi & Ling -Yin, 2010). 

 

METHODOLOGY  

 

To meet the research objectives, we divide the research into three parts, including textual 

analysis, in-depth interview, and focus group discussion. 

Textual analysis was used to examine how successful apps express their brand identity. 

The sample group consisted of award-winning apps (Gold, Silver, and Bronze) from the 

2011-2012 Cannes Lions International Festival of Creativity in the interactive digital media 

categories called Mobile Lions or Cyber Lions. Using that criteria we selected four branded 

apps: Toyotaôs Backseat Driver (Gold, Mobile Lion in 2012), Heinekenôs Star Players 

(Gold, Cyber Lions in 2011), Nikeôs Training Club (Bronze, Cyber Lions in 2011), and 

Legoôs Life of George (Bronze, Mobile Lion in 2012). Award winners from this festival 

were purposively selected because it has been attracting marketing communication 

agencies from around the globe to participate in annual competitions, and the jurors were 

all distinguished professionals. The units of analysis for the textual analysis research are 

the brand expression, content, and usability. 

Semi-structured in-depth interviews were used to gain information on iPhone app 

development strategies. We interviewed three experienced Thai branded mobile app 

developers, who were purposively selected. The inclusion criteria dictated that the 

developers must be leaders in the development of at least ten branded apps. Interview 

questions aimed to clarify the differences between branded and general apps, branded app 

development considerations, objectives, operation procedures, evaluation, and constraints, 

then the responses were coded and interpreted by the researchers.  
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Two focus group discussions were also conducted. The participants were born 1981-1996 

or aged 16-31 (as of 2012), living in the Bangkok metropolitan area, and used more than 

10 downloaded branded apps on iPhone. One group was composed of 5 first jobbers in 

private companies. The other was composed of 5 students. The rational of selection is that 

these age groups are found to be heavy users and tend to have higher motive and 

gratification than other age groups (Hui-Yi & Ling -Yin, 2010). The topics of discussion 

aimed at garnering information regarding the participantôs reasoning when downloading, 

using, and uninstalling particular apps. Attitudes and expectations toward branded apps 

were also discussed.  

 

RESULTS 

 

Textual analysis 

Visual elements such as colors, symbols, typefaces, products, and names were used to 

express brand identity. However, color was the most fundamental element. Only Nikeôs 

Training Club featured references to specific products. 

 

Table 1 Brand expression of successful iPhone applications 

App elements 
Applications 

Backseat Driver Life of George Star Player Training Club 

App Icon Color Color Color Color 

Symbol 

Navigation None None Color 

Symbol 

Product 

Color 

Typeface 

Main screen Typeface 

Name 

Typeface 

Symbol 

Product  

Name 

Color 

Typeface 

Symbol 

Product 

Color 

Typeface 

Symbol 

Product 

Button None None Color Color 

Symbol 
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Figure 1 Brand expression in the Nikeôs Training Club app. 

 

  
 

Similarity across these successful apps includes content relevancy to each brand. We also 

found each app made use of interactive play strategies. Legoôs Life of George encouraged 

users to share their brick constructions on social networking sites and allow others to 

comment and provide feedback. Heinekenôs Star Player allowed users to chat with their 

friends, guess the results of games, or even in game features like particular free kicks while 

the games were still on. Nikeôs Training Club allowed users to share their exercise 

achievements on social networking sites and also to participate in challenges to win special 

gifts. Toyotaôs Backseat Driver provided iPhone simulations of the roads where users were 

traveling. The target users were the kids using the app in the back seat. This was to make 

the kids feel as if they are driving the car. 

In respect to app style, Nikeôs Training Club used an informational style to give 

instructions for exercises along with a product description. On the other hand, the other 

three apps used an experiential style. The users could receive the message only by actively 

interacting with the app. Toyotaôs Backseat Driver would show new images only when the 

car moved or the users moved their devices. In Legoôs Life of George, users have to 

construct the bricks on plates and share the image of their creation with friends on social 

network sites. As for Heinekenôs Star player, to get more points the users had to watch a 

live game and make a correct prediction in time.  

For usability, Toyotaôs Backseat Driver used the embedded geographic positioning system, 

or GPS, of the iPhone to locate where the users were and provide them with relevant 

content. The apps were designed to give fast responses and personalized content, including 

app-generated content as well as content from friends of the user. Heinekenôs Star Player 

required real-time responses from users and their friends to get higher scores. The Nikeôs 

Training Club provided customized exercise programs and users get support from their 

friends via sharing to social networking sites. In Legoôs Life of George, sharing the image 

on social networking sites allowed users to get responses from friends. We also found that 

common technologies and features, rather than novelties and gimmicks, were utilized to 

increase usability and prevent confusion among users. Familiar technologies include 
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simple navigation (buttons/menu bar), embedded GPS, camera, and sharing on social 

networking sites. 

 

Table 2 Characteristics of successful branded mobile apps 
Brand expression Content Usability 

Color 
Symbol 
Typeface 
Product 
Name 

Relevant content 
Interactive play 
Experiential style (Aiming for Attitude) 
Informational style (Aiming for Purchase intention) 

Location 
Immediacy 
Intimacy 

 

In -depth Interview 

The App development strategy can be divided into 3 stages: (1) Pre-production stage 

includes fact finding through client need analysis, user analysis, competitor analysis, and 

brainstorming to develop an app concept proposition. In this stage, it is important that 

objective setting be based on analysis of the target groupôs needs (2) Production stage 

includes interface design, content design, testing, launching, and app promotion. This stage 

aims to meet the target groupôs needs with a focus on accessibility and unique content. The 

developer team must allow enough time not only for Appleôs iTunes store to approve an 

app but also for making necessary corrections after receiving feedback from all 

stakeholders. Last but not least, (3) Post-production stage includes records of the number 

of downloads, usersô interaction with the content, and in-program questionnaires to assess 

the app performance in terms of increasing the consumersô engagement and satisfaction. 

 

Table 3 Stages of developing successful iPhone apps and the quotes from the key 

informants 

Stage Details Example of Quotes 

Pre-production ¶ Client need analysis 

¶ User need analysis 

¶ Competitor analysis 

¶ Brainstorming for 

App concept 

proposition 

We need to know the business objectives. 

Everything we do needs to answer to their 

marketing problems and reflect brand 

identity. 

 

Today, consumers are mobile soé.we need 

them to engage with brands. We need to 

make the brands mobile. 

 

We always start out by asking, what is the 

core concept of the brand? Then, how we 

are going to communicate the brand value 

with the consumers? 

 

We analyze marketing problems along with 

a consumer needs assessment and 

competitor analysis. Then we brainstorm for 

solutions. 
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Stage Details Example of Quotes 

Production ¶ Interface design 

¶ Content design 

¶ App testing 

¶ App Launch 

¶ App promotion 

To create content, we will start with thinking 

of what we lack. Sometimes clients can 

provide us with that content. If not, we 

create it ourselves. 

 

After clients agree with what experience 

they want to offer to their consumers, we 

continue with designing. 

 

As for testing, we test the apps before letting 

the clients test them. We have to test them 

ourselves until we are sure that they work. 

 

Using offline media like radio spots and 

magazines to promote the apps is still 

essential. For online promotion, it is 

uncommon for consumers to check out the 

brandsô website. Paid online advertising like 

banners and advertorial blogger have to be 

integrated into the appôs promotional tools. 

Post-production ¶ Assessing the app 

from total 

downloads 

engagement, and 

satisfaction. 

We report app download figures only if 

campaign assessments require such data.  

 

We measure user/app interaction compared 

with other touch points. Basically, we 

measure if more consumers use the app, and 

if yes, how many of them, and how much 

time they spend on the app. 

 

Most of the time we do not measure 

usability, instead we measure interaction. 

 

If we embed questionnaires in the app, we 

will find a good opportunity to ask for their 

responses. 

 

Generation Y has strong demand for branded apps that can serve their functional needs. 

The apps must provide them with useful content, serve their specific needs, and fit with 

their lifestyle.  There clearly was a negative attitude towards branded apps that aimed to 

sell them products. Moreover, the applications must be easy-to-use with a short feedback 

time. 

 

Table 4 Thai Generation Yôs reasons for downloading, using, and uninstalling branded 

apps on iPhone. 
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Behaviors Reasons First jobbersô Quotes Studentsô Quotes 

Downloading Application 

¶ Free of charge 

¶ Attractive icon 

¶ Informative 

screenshot 

¶ Well-written app 

description 

¶ Unique Functions 

¶ Solve user 

problems 

¶ Make usersô lives 
easier 

¶ Enhance social 

status and user 

identity 

Environment 

¶ Peer 

recommendation 

¶ Positive reviews 

¶ Downloaded by 

many other users 

Almost every day I 

check the iTunes store 

for new apps, and I 

also follow IT geeksô 

Facebook page where 

I can find app reviews. 

 

As far as branded apps 

are concerned, I know 

those apps from 

friends or search for 

them on the iTunes 

store. 

 

I look at reviews, 

worthiness, popularity, 

and, importantly, free 

availability. If not free, 

it is not worth paying 

attention to. 

 

Firstly, it must be what 

I will use. Secondly, it 

must be free. 

 

When I search I use 

the name of the brand 

instead of other 

keywords. I feel it is 

more trustworthy. 

 

If it is not free, it takes 

me quite some time to 

decide whether or not 

to download. The one 

and only thing that I 

am ready to download 

is Line app stickers. 

 

If the apps are larger 

than 50MB, I feel that 

iTunes wonôt allow 

downloading without 

Wi-Fi. Then, I have to 

wait until I get home. 

I seldom read print 

media. I usually read 

online. Therefore, I do 

not know whether or 

not the apps get 

promoted in print. 

 

I search for my favorite 

brandsô apps in the 

iTune store. 

 

Mostly from friendsô 

recommendation or I 

just look at the Top 

chart list in the iTunes 

store. 

 

The apps I downloaded 

were related to my 

interests. Sometimes 

they were games that 

my friends told me were 

fun. Some are useful to 

me, suitable for mobile 

phone use and adding 

convenience. 

 

My friendsô suggestion, 

or looking at the Top 

Chart. Mostly they 

were free. I donôt dare 

download an app that 

charges me, as I am 

afraid that it is not 

worth my money. 

 

If it is released for free, 

I download it. If it is 

just reduced, I donôt. I 

just stick with free 

downloads. 

 

I donôt download any 

apps just because of 

attractive icons. If I 
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Behaviors Reasons First jobbersô Quotes Studentsô Quotes 

Anyway, I prefer 

downloading from a 

mobile phone 

connection. 

 

I recommended some 

apps to my father. That 

was when I knew he 

needed to have an app 

to help him do 

something. However, I 

still do not know if he 

actually used it or not. 

I do recommend apps 

to friends, especially 

games that give me 

points when I invite 

friends to play. Other 

apps I recommend to 

friends are those apps 

I feel are cool or will 

make my friends 

laugh. 

 

 

find it interesting, I 

continue reading the 

description. If its right, 

I will download, if not, 

I donôt. 

 

If new apps are easier 

to use, they are great. It 

also needs to serve my 

needs. If not, there is no 

reason to download 

them. 

 

Actually I prefer 

downloading the apps 

from my mobile phone 

instead of my Mac 

Book as I have it with 

me all the time. When 

any apps interest me, I 

can just download them 

instantly. 

 

It seems to be part of 

our lives. When there is 

nothing else to talk 

about with friends, we 

talk about apps. Hey, 

do you know this app? 

Itôs cool. Then, it 

becomes a 

recommendation. 

Using Relative 

evaluation 

¶ Attractiveness 

¶ Ease for use 

¶ Fast response 

¶ Stability 

One thing that makes 

me continue using are 

their unique functions 

that no other apps can 

provide. 

 

The reason to keep 

using any apps is that 

they have new features 

added, they are only 

apps that can do the 

job, or it is the first 

Some of the apps I 

downloaded are 

informative or useful. 

Others are for 

entertainment or 

relaxing.  Informative 

apps last longer on my 

phone, but the 

entertaining or relaxing 

apps are used more 

often. 
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Behaviors Reasons First jobbersô Quotes Studentsô Quotes 

app that serves my 

needs. 

 

It still serves my needs. 

It is more convenient 

than working from 

desktop computers. 

 

For example, I use 

branded apps from 

movie theaters to 

check the screening 

schedules, but I prefer 

to book online from a 

computer as it is more 

convenient, or I just go 

to the box office. 

Actually it also 

depends on conditions 

of the special deals 

offered for each 

purchase channel. 

 

It depends on the 

amount of money 

involved. If it is just 

one or two hundred 

baht, it is fine. But, if I 

have to electronically 

transfer a large 

amount of money to 

my friends, I might 

think differently. I 

would rather use my 

computer. 

 
Uninstalling Content 

¶ Entertaining but 

useless 

¶ Required 

purchase for more 

content 

¶ Contains only 

product catalogs 

¶ Substitute found 

If I do not benefit from 

the apps I usually 

remove them. 

 

Some apps work well 

when I first download 

them, but later, they 

become unstable. Say, 

The apps I remove are 

those I rarely use, are 

of no use, or they just 

require me to pay for 

more content. These 

are plain useless. Then 

I remove them. 
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Behaviors Reasons First jobbersô Quotes Studentsô Quotes 

Usability 

¶ Instability 

¶ Slow response 

¶ Takes too much 

memory space 

Location 

¶ Irrelevant for 

Thailand 

¶ Doesnôt support 

Thai or English 

language 

Time 

¶ Outdated 

information 

¶ Rarely use 

the movie ticket apps, I 

now give up and go 

back to use the 

traditional means to 

book a ticket which is 

from the box office. 

 

If I keep it but it 

doesnôt make my life 

better, I will uninstall 

it. Itsô data are from a 

foreign country that is 

irrelevant to Thailand. 

 

Itôs outdated or never 

provides update 

versions. Or I find new 

apps that work better. 

If the new apps are 

found to be able not 

only to do the same old 

tasks as the existing 

apps but also new 

tasks. Then I remove 

the existing ones and 

move on to the new 

ones. 

 

 

Table 5 Thai Generation Yôs Attitudes and Expectation 

 First Jobbers Students 

Attitudes 

towards 

branded 

apps 

The brands that provide apps that 

serve my needs makes me want to 

interact with the brands more. 

 

It doesnôt help me to perceive the 

brand better or worse. It wonôt work 

for me. If it does well in this 

communication channel, but fails in 

others, it cannot make a good overall 

impression. 

 

To me, it shifts my attitude a lot. Any 

brands that make good apps, I then 

feel more positive toward that brand. 

Of course, I feel that the apps 

that increase usersô 

convenience will have a positive 

image. 

Expectations 

from 

branded 

apps 

I prefer simple designs. I use apps 

because of their functionality. The 

appearance I expect is just good to 

look at. 

 

The content or information must be 

concise and understandable. 

 

I want it to be three 

dimensional. It should look 

good and advanced. It will 

make a mobile phone be more 

than a mobile phone. 

 

I prefer classic looks with 

trustworthiness. 
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 First Jobbers Students 

It must be easy to use, otherwise I 

will not want to use it. 

 

Usefulness should be a focus. If 

it does not look pretty but it 

works, I can bear with its looks. 

 

I donôt like text heavy designs. I 

want to see more images. I 

donôt like to click many times 

before I can get what I want. 

Can it be just one or two clicks 

and here you go? I like it this 

way. 

 

DISCUSSION 

 

The successful branded apps were found to use color, symbols, and typefaces to represent 

their brands more than products or names. This is can be explained because these successful 

elements are perceived as more subtle ways to express brand identities. Simply showing 

products might make consumers feel they are being forcefully exposed to a commercial 

message or getting pushed to purchase the advertised products (Bellman et al., 2011). This 

is also consistent with what feedback from focus group participants. The participants said 

they would have negative attitudes toward the brand and uninstall an app if they found that 

they were just product catalogs (Bellman et al., 2011). 

The strategies of developing successful apps are all centered on the users. The apps have 

to serve the usersô needs and expectations, make their lives easier, and most importantly 

let them feel relaxed and free from stress (Hui-Yi & Ling -Yin, 2010). App content should 

be tailored to where users are, provide fast real-time responses, and allow friends to join in 

and have fun with them (Lin et al., 2014). The fun value is indispensable for the Thai 

Generation Y even for branded apps. Consequently, the user experience must be designed 

to add fun while marketing messages are still tactfully conveyed (Feldmann, 2005; Wen et 

al., 2014). Also important is consent from friends of the user and agreement regarding the 

app. Group consensus and collective decision making is still important for this 

demographic. Successful branded apps have to be viewed favorably by both the users and 

their friends (Van Den Bergh & Behrer, 2013). Therefore, word-of-mouth marketing is 

found to be a confirmed strategy when promoting an app among  Thai Generation Y (Van 

Den Bergh & Behrer, 2013). Participants shared with us that they downloaded an app when 

their friends positively talked about it. Brands with a good image and reputation are the 

brands the young consumer would like to associate themselves with. This might be partly 

due to the importance of symbolic brand consumption, which Millennials take quite 

seriously (Savage & Sara Savage, 2011). However, the developers we interviewed did not 

reveal their methods for promoting their apps without using traditional offline and online 

advertising tools. 

With more useful free apps available on the iTunes Stores, users are not expecting to pay 

for an app. Also they are ready to uninstall the existing ones if they can find substitutes that 

can perform better. Both users and developers agree that visual appeal is a necessity, and 

functionality and stability are equally essential. 
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CONCLUSION 

 

iPhone apps are becoming one of the brand communication tools that marketers use to 

target their Generation Y audience. However, there have been varying degrees of success 

in communicating their brand attributes and increasing consumer interaction and 

engagement with the brands. This paper therefore aimed to examine how successful 

branded iPhone apps express their brand identities, discover the branded iPhone apps 

development strategy, and survey Thai Generation Yôs opinions towards branded iPhone 

apps. Using textual analysis, in-depth interviews, and focus group discussion, we found 

similarities between the selected successful branded apps. These shared similarities include 

prominent usage of color, symbols, and typeface with and emphasis on design and relevant 

content. The most common style is experiential. The apps analyzed use games to drive the 

users to learn more or interact with brands. The technologies used are related to location, 

immediacy, and intimacy while ease of use are to be ensured. 

The development strategy starts with careful analysis of clientôs needs, userôs needs, and 

competitors. The app concept proposition is derived from brain storming. To produce an 

app, the interface and content are designed. The app will be tested until the developer team 

and clients are certain that it works. After launching the app onto the iTunes Store, the 

developer team must promote it online and offline. Most importantly, developers must 

monitor and incorporate user feedback to update and optimize the user experience. 

The reasons for downloading, using, and uninstalling a branded app on the iPhone are both 

internal to the application and external or environmental, including:  relative evaluation, 

content, usability, location, and responsiveness. 

 

LIMITATION S AND RECOMMENDATIONS  

 

Due to the limited number of interviewees and focus group participants, the results might 

not be generalizable to represent the wider population of Thai Generation Y. 

The researchers did not interview the creators of the award-wining apps that were used for 

textual analysis. Therefore, the interpretation of the apps may be subjective to the 

researchersô point of view without cross-checking with the producers of the text. The 

developers should take the above mentioned steps when developing iPhone apps, 

especially the pre-production and evaluation phases. We learned from the interview that 

developers sometimes skip these stages due to time and budget limitations. Future research 

should expand the number of participants or use quantitative research methodology. 
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ABSTRACT 

Fair Information Practices (FIP) principles have been recognized by U.S. government 

agencies since 1974 in an effort to provide stakeholders with a measure of protection.  

However, the recent proliferation of online data breaches calls to question the policies and 

practices of the businesses responsible for protection of the constituent data. This study 

was undertaken to expand upon previous studies and investigate the usage and composition 

of privacy policies and, in particular, the security aspects of these policies.  Results 

illustrates that nearly all Fortune 500 firms post their privacy policy online and the number 

of firms utilizing third-party compliance logos is increasing. Moreover, security 

techniques, data collection techniques, child data policies, and mobile application policies 

are now more commonly included and described in privacy policies. The usage of the FIP 

practices of notice/awareness, choice/consent, access/participation, and security/integrity, 

however, does vary and is changing.  
 

INTRODUCTION 
 
Recently, there has been a flood of online data breaches. In October of 2013, federal prosecutors 

stated that an identity theft service in Vietnam managed to obtain as many as 200 million personal 

records, including Social Security numbers, credit card data, and bank account information from 

Court Ventures, a company now owned by the data brokerage firm Experian (Perlroth & Gelles, 

2014).  In December of 2013, 40 million credit card numbers and 70 million addresses, phone 

numbers and additional pieces of personal information were stolen from the retail giant Target by 

hackers in Eastern Europe.  Overall, in 2013, there were 619 data security breaches in the U.S., 

nearly a 300% increase from 2005 (Chatzky, 2014). This resulted in one-third of data breach 

victims becoming identity theft victims and the compromise of over 250 million individual records 

(The Privacy Clearinghouse, 2014).  In 2014, a Russian crime ring was found to have amassed the 

largest known collection of stolen Internet credentials, including 1.2 billion user name and 

password combinations and more than 500 million email addresses. The records, discovered by 

Hold Security in Milwaukee, include confidential material gathered from 420,000 websites, 

ranging from Fortune 500 companies to small websites.  An SQL injection, in which a hacker 

enters commands that cause a database to produce its contents, was utilized even though injection 

was named as one of the top ten web application vulnerabilities in 2013 (OWASP, 2013).  

  

The primary cause of security incidents, according to Verizonôs 2014 Data Breach Investigations 

Report, are web application attacks.  These attacks more than doubled in 2013 (Qualys, 2014). An 

international survey of nearly 700 individuals from all sizes of companies also found that the 

leading source of risk to companies (52%) is the customer-facing web applications (Bird and Kim, 
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2012).  While 33% have had a formal application security program in place for 1 to 5 years, 34% 

of respondents indicated that their firm had no program.  The application security programs were 

driven primarily by external factors such as regulatory requirements, requirements from customers, 

and security incidents, particularly security incidents at other companies within their industry.  

 

Moreover, a WhiteHat (2013) survey of 76 organizations found that 86% had at least one serious 

vulnerability.  The most prevalent vulnerability class was information leakage, identified in 56% 

of websites.  Information leakage is defined as a vulnerability in which the website reveals sensitive 

data.  Exposure to sensitive data such as credit cards, tax IDs, and authentication credentials has 

been identified one of the top 10 web application vulnerabilities (OWASP, 2013).  A 2014 

InformationWeek survey of 536 individuals from organizations with at least 100 employees found 

that 56% of respondents indicate that cyber-criminals pose the greatest threat to their organizations 

in 2014, ahead of authorized users and employees (49% of respondents) (Davis, 2014).  Of note, 

23% have experienced a security breach or espionage in the past year. Even social networking site 

usage has the unintended user consequence of providing private information for "like farming" 

(Sharifrazi, & McCabe, 2014).  This results when users click like, share, or comment. 

 

The costs from breaches include expenses for investigating and repairing the breach, notification 

of affected stakeholders, managing public relations, lawsuits from stakeholders, governmental 

fines, and damage to the businessôs brands, relationships with partners, and reputation (Cox and 

Singh, 2014). The Center for Strategic and International Studies, a Washington think tank, has 

estimated that the annual cost of cybercrime and economic espionage to the world economy is more 

than $445 billion (Nakashima & Peterson, 2014). The United States, Germany and China together 

accounted for about $200 billion of the total in 2013.  

 

Although there is no law providing a uniform set of rules governing data breach notification, there 

are specialized federal laws such as the Health Insurance Portability and Accountability Act and 

the Childrenôs Online Privacy Protection Act.  Moreover, 47 states have enacted legislation 

requiring companies to notify state residents in a timely fashion when the company becomes aware 

of a loss of unencrypted data containing a state residentôs personal information (Cox and Singh, 

2014).   

 

FAIR INFORMATION PRACTI CES 

The right to privacy was described in the Harvard Law Review in1890.  Louis Brandeis and Samuel 

Warren defined protection of the private realm as the foundation of individual freedom in the 

modern age (Warren and Brandeis, 1890). 

 

Fair information practice (FIP) principles have been recognized by U.S. government agencies since 

1974. The Federal Trade Commission (FTC) promotes adherence to the principles to insure 

effective privacy protection (Liu and Arnett, 2002).  

 

The four FIP principles are: 

¶ Notice/awareness ï consumers have the right to know if personal information is being 

collected and how it will be used.  Thus, data collectors must disclose their information 

practices before collecting information from consumers; 

¶ Choice/consent ï consumers must be given options with respect to whether and how 

information collected from them may be used for purposes beyond those for which the 

information was provided; 

¶ Access/participation ï consumers should be able to view and contest the accuracy and 

completeness of data collected about them and to correct errors; and 

http://www.washingtonpost.com/ellen-nakashima/2011/03/02/ABdt4sM_page.html
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¶ Security/integrity ï data collectors must take reasonable steps to assure that information 

collected from consumers is secure from unauthorized use during transmission and storage. 

 

The corporate policies regarding online collection, use, and dissemination of personal information 

are commonly posted on company websites.  Although developing and posting a policy does not 

guarantee compliance, the absence of a policy violates ñnotice/awareness,ò one of the fundamental 

FIPs.  In addition to internal self-regulation of policies, firms also utilize third-party assurance 

organizations for compliance.  These organizations generally employ iconic seals that may be 

readily and easily recognized by the firmôs stakeholders.  Examples include TRUSTe, BBB Online 

(Better Business Bureau Online Seal), U.S.-EU Safe Harbor, and ESRB (Entertainment Software 

Rating Board Seal) (Benassi, 1999; export.gov, 2014).  

 

PREVIOUS RESEARCH 

 

Previous research has explored privacy practices at consumer websites, the Fortune e-50, and the 

Fortune 500.  Moreover, researchers have explored information privacy dynamics and disclosure. 

 

A chronology of online privacy practices research suggests that online privacy policies were 

uncommon until recently.  In 2000, for example, a study of 335 consumer websites found that 80% 

failed to comply with one or more FIP principles (FTC, 2000).  In 2002, a study of more than 300 

companies found that only 51% had privacy policies (Whiting, 2002).  Another study of 600 firms 

found that approximately one-half posted privacy policies on their website and 60% did not monitor 

their website to make certain that they delivered the privacy that was promised.   Moreover, a 

survey of 1,500 consumers by Privacy & American Business found that only 8% of respondents 

were concerned about data privacy.  One firm, the Royal Bank of Canada, even calculated that 

privacy drove 7% of the demand for its products and services.  Interestingly, however, 35% of 

1,500 Internet users in a PC World survey indicated that they rarely or never read privacy policies 

(Kandra and Brandt, 2003). 

 

A content analysis of the privacy policies of the Fortune e-50 indicated that 6% of the 35 business-

to-consumer firms fully complied with all fair information practices, 63% partially complied, and 

31% failed to comply with one or more fair information practices (Ryker, et.al, 2002).  The Fortune 

e-50 included public Internet firms with a market cap in excess of $100 million. Specifically, 86% 

were in full compliance with notice, 43% were in full compliance with choice, 17% were in full 

compliance with access, and 54% were in full compliance with security. Of the 15 business-to-

business firms, only 20% posted a privacy policy and all were non-compliant. 

 

In terms of the Fortune 500, an initial study was conducted in 2002.  Results indicated that 52% of 

the Fortune 500 had a privacy policy posted on their website (Liu and Arnett, 2002).  Of those with 

privacy policies, 11% also exhibited a seal program.  These included 16 firms with TRUSTe, 10 

firms with BBBOnLine, and 1 with ESRB.  The majority, 87%, of policies were found on the home 

page.  The remaining policies were found either through a site search or on subsequent pages.  In 

terms of FIP, 92% explained information use and 91% detailed collection policies for customer 

information.  In addition, 77% of policies addressed information disclosure, 58% provided a contact 

method to answer customer privacy concerns, 46% described security, 26% discussed 

access/correction, 26% detailed internal protection, 26% addressed children protection, and 9% 

detailed policy consent.  Overall, 92% addressed notice/awareness, 27% addressed 

access/participation, and less than half complied with choice/consent and security/integrity. 

 

Another study also empirically investigated the information privacy policies of the Fortune 500 

(Schwaig, Kane, & Storey, 2006).  A content analysis found that 79% of the firms had a policy 
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posted on its website with 86% of those firms with a link from the homepage, 14% with policies 

located elsewhere on the website, and 9% using a seal.  Of the firms with policies, 98% addressed 

notice, 61% addressed choice, 45% addressed access, and 71% addressed security. 

 

Relative to dynamics, researchers have proposed a new construct, Information Privacy Situation 

Awareness (IPSA), in an effort to capture consumer personal information disclosure behavior in 

online settings (Sim, Liginlal, & Khansa, 2012).  The IPSA scale incorporates situation awareness 

(SA).  SA is described as the individualôs ability to deal with a situation-specific environment with 

only limited cognitive resources at their disposal. 

 

In terms of disclosure, the Willis Fortune 500 Cyber Disclosure Report 2013 found that 88% of the 

firms followed Securities and Exchange Commission Guidelines and provided ñsome levelò of 

disclosure regarding cyber exposures (infosecurity, 2013).  The top cyber risks identified included 

the loss or theft of confidential information (65%), loss of reputation (50%), and direct loss from 

malicious acts such as hackers and viruses (48%).  Moreover, 20% mentioned cyber-terror as a 

factor and only 6% indicated purchasing insurance to cover cyber risks. 

 

Given that privacy and security issues continue to be an organizational challenge, this study 

examines several questions.  How many Fortune 500 companies have privacy policies posted on 

their website? Are seals utilized? Which aspects of the FIP principle dimensions are incorporated 

into each companyôs policies? How is security described? Are there additional policy components? 

Finally, what are the trends, if any, in policies?  Results are important in determining the 

effectiveness of privacy policies in the face of mounting online privacy invasions. 

 

RESEARCH DESIGN 

 

This study utilized the Fortune magazine website to obtain the Fortune 500 company directory and 

the corresponding company home page web address (Fortune, 2014). A two-step process was used 

to locate privacy policies and seal programs for each organization in September of 2014.  First, 

each company home page was examined for privacy policy links and seals.  Next, if a privacy 

policy link was not found on the home page, the home pageôs search engine was utilized to search 

for the policies.  A content analysis of the posted information privacy policies was then conducted 

to examine each firmôs use of the FIP principles, additional policies, data collection procedures, 

and security techniques.  In addition, resultant policy practices were examined to determine if there 

were correlations between the use of specific practices. 

 

RESULTS 

 

A review of the Fortune 500 found that 450 firms (90% of companies) have a posted privacy policy 

that is linked to the company homepage (Chart 1).  In addition, 20 firms (4% of companies) have a 

policy on a page that is not hyper-linked to the home page.  Overall, 94% of firms have an online 

policy. 
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CHART 1 

Privacy Policy 

 
 

In terms of privacy logos, a variety are utilized.  Table 1 illustrates that the most common logos are 

the U.S.-EU Safe Harbor logo (24 firms or 5% of companies) and the TRUSTe logo (23 firms or 

5% of companies).  In addition, the BBBOnline logo is used by 11 (or 2%) of firms and the ESRB 

logo is used by 1 firm.  Overall, 12% of companies utilize third-party privacy compliance firm 

logos. 

TABLE 1  

Third -Party Compliance Logos 

Third-Party Number 

of Firms 

Percentage 

of Firms 

BBBOnline 11 2% 

ESRB 1 1% 

TRUSTe 23 5% 

U.S.-EU Safe Harbor 24 5% 

   Overall 59 12% 

 

Posted policies were subsequently evaluated in terms of content.  Table 2 depicts that 91% of the 

Fortune 500 firms provide notice/awareness within their policies.  Moreover, 81% include 

choice/consent, 76% describe access/participation, and 70% detail security/integrity. 

 

TABLE 2  

Fair Information Practice Principles 

Principle Number 

of Firms 

Percentage 

of Firms 

Notice/Awareness 454 91% 

Choice/Consent 403 81% 

Access/Participation 327 65% 

Security/Integrity 351 70% 

 

FIP principles were next examined to determine if there were correlations between the use of any 

two principles for those firms posting policies.  Table 3 illustrates that there are correlations 

significant at the .01 level (2-tailed test) for all four principles.  In other words, for example, the 

use of notice/awareness was significantly positively correlated with the use of choice/consent. 

 

 

Home Page 
Link
90%

Non-Home 
Page
4%

No Policy
6%
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TABLE 3  

Fair Information Practice Principles Pearson Correlations 

Principle Notice Choice Access Security 

Notice/Awareness 1 .399** .300** .341** 

Choice/Consent .399** 1 .497** .325** 

Access/Participation .300** .497** 1 .331** 

Security/Integrity .341** .325** .331** 1 

                         ** Correlation significant at the .01 level (2-tailed) 

 

In terms of data collection and security techniques, two primary practices were described within 

the privacy policies.  Table 4 illustrates that 81% use cookies and beacons to collect data. Moreover, 

22% of firms use SSL/TSL to enhance security during transmission. A cookie is a text file with 

tracking number that is downloaded onto a userôs computer hard drive and a beacon is a tiny graphic 

one pixel wide and one pixel deep embedded in a web page or email (Laudon and Traver, 2014).  

The beacon is transparent and is used to report the visitorôs IP address and cookie information. SSL 

(Secure Sockets Layer) and TLS (Transport Layer Security) are standard security technologies for 

establishing an encrypted link between a server and a clientðtypically a web server (website) and 

a browser (Fitzgerald, Dennis, & Durcikova, 2012). 

 

TABLE 4  

Data Collection and Security Techniques 

Practice Number 

of Firms 

Percentage 

of Firms 

Cookies/Beacons 403 81% 

SSL/TLS 109 22% 

 

Finally, policies were examined to determine the prevalence of additional policies. Table 5 

illustrates the inclusion of mobile application policies by 30% of firms and the description of 

children data policies by 57% of firms.  

 

TABLE 5  

Additional Policies 

Policies Number 

of Firms 

Percentage 

of Firms 

Mobile Application Policies 149 30% 

Children Policies 285 57% 

 

CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH 

 

Results indicate that the online posting of privacy policies is increasing.  In 2002, only 52% of the 

Fortune 500 had a privacy policy posted on their website.  In 2006, the percentage increased to 

79%.  And by 2014, 94% of the firms posted a policy.  Thus, within 12 years, the number of the 

Fortune 500 firms posting their policy nearly doubled.  In terms of the use of third-party privacy 

logs, there has also been an increase.  From 2006 to 2014, the use of TRUSTe increased from 16 

to 23 firms and BBB Online increased from 10 to 11 firms.  Moreover, in 2014, 24 firms used the 

US-EU Safe Harbor logo. 

 

In terms of privacy policy composition, there have been changes.  Chart 2 illustrates that in 2006, 

98% of policies addressed notice/awareness, 61% addressed choice/consent, 45% addressed 
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access/participation, and 71% addressed security/integrity.  In 2014, notice/awareness remained 

stable at 97% of policies, choice/consent increased to 86%, access/participation increased to 70%, 

and security/integrity increased slightly to 75%.  Overall, notice/awareness remained the most 

common practice addressed and access/participation remained the least common practice 

addressed.  

 

CHART 2 

Policy Trends 

 

 
Relative to data collection, 88% of organizations describe the use of cookies and beacons.  In terms 

of transmissions security, 22% describe the use of SSL/TLS procedures. 

 

There are three important implications from the study.  First, although most firms adhere to the 

principle of notice/awareness, there are varying degrees of inclusion with respect to the other three 

primary practices.  Access/participation is included in just over two-thirds of policies and 

security/integrity is included in three-fourths of policies.  One implication is that there are gaps in 

policies.  As a result, organizations may need to review their policy composition to ensure that all 

four FIP principles are included.  These deficiencies may open the firm to potential litigation from 

stakeholders or increased public scrutiny should a security breach occur.  This is even more 

problematic given that nearly one-fourth of organizations do not include a security/integrity section 

in their policies.  Moreover, it also critical that organizations have strong due diligence mechanisms 

in place to ensure that these stated policies are actually implemented and security protections, for 

example, are properly and fully followed. 

  

A second implication relates to the evolution of policies.  One aspect is with respect to the inclusion 

of practices related to mobile applications and child data collection.  Because few firms describe 

these practices, there may be first mover advantages for those that opt to include them.  The 

dramatic growth in mobile technology use, especially among children, make both of these policies 

important in mitigating risks to the firm and consumer.  A second aspect relates to the increasing 

use of visible symbols and third-party privacy organizations.  The most common logo is the US-

EU Safe Harbor.  This is likely a result of the increasing global economy and the need for the U.S. 

firms to communicate with and to store data about European customers and stakeholders.  Given 

that only 5% of firms have displayed the logo, those firms not using this logo may wish to explore 

its use.  It is possible that new adopters may enjoy a competitive advantage if the logo becomes 
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more recognizable in the marketplace.  European consumers may choose to do business with those 

firms that assure data privacy and a visual symbol may draw them to a given firm. 

 

A third implication relates to the usage of cookies and beacons. Given that 88% of firms describe 

their practices in their policies, this aspect of data collection and data privacy appears to be highly 

important to firms.  As a result, users of the Internet need to be vigilant in monitoring and 

perpetually removing these data collection tools if privacy is to be increased within the business or 

at home. 

  

The limitations of this study are primarily a function of the sample.  Only the Fortune 500 firms 

were studied.  The use of additional size firms and firm locations (those outside the U.S.) would 

increase the robustness of results.  Future research is also needed to explore how industry sector 

and firm size may affect the policy principles.  Such an analysis, for example, may be helpful in 

providing additional insight as to whether deficiencies or exploitable competitive advantages exist 

for the firm. 
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ABSTRACT : A central market-based question posed by companies today is where to list, the 

NYSE or Nasdaq?  A similar question is also being asked by investors as to which exchange, if 

either, produces greater positive results.  There exists documented differences between the two 

exchanges, along with the types of companies each tends to attract.  Several studies have 

concentrated on the rule changes for these exchanges and the subsequent impact on security returns 

or on issues such as transaction costs and the impact that they have on security returns.  Most studies 

have analyzed security returns over short periods while providing minimal evidence for the long-

term investor.  This study analyzes security returns associated with a sample of similar sized 

companies in each exchange over a short run period (2011-2013) versus a long run period (1999-

2013). Findings indicate that, for short run periods, Nasdaq firms exert a greater positive effect on 

stock prices.  In fact, the average percentage change in stock price for Nasdaq firms is more than 

twice as great as that for NYSE firms.  For long run periods, findings indicate that NYSE firms 

exert a greater positive effect on stock prices. Average percentage change in stock price for NYSE 

firms is close to three times as great as that for Nasdaq firms, almost the exact opposite of  short 

run findings.  Nasdaq, therefore, appears to be better suited for short run investors while the NYSE 

seems a better fir for longer run investors. 

 

INTRODUCTION  

 
 Coke vs. Pepsi.  Apple vs. Microsoft.  Energizer vs. Duracell.  All are great brand 

rivalries.  Today we are confronted with one of the biggest rivalries in the capital markets space: 

NYSE vs. Nasdaq.  And ever since the Nasdaq debacle with the Facebook IPO, the rivalry has only 

intensified.  Companies going public face lots of decisions including where to list their shares.  Ever 

since the dot-com craze of the late 1990s, the rivalry between the NYSE and Nasdaq has been 

fierce.  Each exchange attempts to woo each otherôs clients to switch their listing.  In fact, some 

big names have changed exchanges over the past year.  Texas Instruments and Viacom switched 

from the NYSE to Nasdaq in 2011.  Early in 2012, TD Ameritrade left Nasdaq for the Big Board, 

but Nasdaq countered by poaching Kraft.  Nasdaq (with its history of winning the listings of 

technology companies) and the NYSE have been fighting hand-to-hand in the technology company 

space with Groupon and Zynga choosing Nasdaq and LinkedIn and Pandora going with the 

NYSE.  So is one exchange better than the other from either a placement or investment perspective? 

 The biggest difference between the two exchanges is the publicôs perception of the 

exchanges.  Nasdaq with its upstart image and all electronic trading platform has attracted more 

technology-based companies, many of which did not qualify to list on the NYSE when they 

originally went public.  The Big Board, on the other hand, has traditionally listed the biggest public 

companies in the world.  Even the way the two exchanges market themselves show their different 

heritages.  Nasdaq publicizes listed companies and their products on its seven-story electronic 

billboard in New Yorkôs Times Square.  The NYSE has the familiar trading floor bell that marks 

the beginning and ending of trading each day.  Kraft cited the difference in marketing when it 

announced it was switching to Nasdaq, as it believes the Nasdaq billboard in Times Square will 

give its products greater visibility. So, part of the decision may hinge on which exchange will give 

your company the most visibility and best marketing opportunities.  Do you want to position 

yourself as a blue chip company associated with a 200 year old brand or as a more cutting edge 

company?   

http://online.wsj.com/article/SB10001424052702304840904577422681265408406.html
http://www.bloomberg.com/news/2012-02-01/facebook-yet-to-friend-exchanges-as-nyse-nasdaq-vie-to-list-initial-offer.html
http://www.bloomberg.com/news/2012-02-01/facebook-yet-to-friend-exchanges-as-nyse-nasdaq-vie-to-list-initial-offer.html
http://www.forbes.com/sites/greatspeculations/2011/12/19/nyse-takes-another-lick-as-texas-instruments-nuzzles-up-to-nasdaq/
http://www.forbes.com/sites/greatspeculations/2011/12/19/nyse-takes-another-lick-as-texas-instruments-nuzzles-up-to-nasdaq/
http://www.forbes.com/sites/katietang/2012/04/11/td-ameritrade-listing-to-leave-nasdaq-for-nyse/
http://buzz.money.cnn.com/2012/06/08/nasdaqs-big-win-kraft-leaving-the-nyse/
http://www.institutionalinvestor.com/Popups/PrintArticle.aspx?ArticleID=2887252
http://www.institutionalinvestor.com/Popups/PrintArticle.aspx?ArticleID=2887252
http://www.nytimes.com/2012/06/09/business/kraft-foods-to-move-from-new-york-stock-exchange-to-nasdaq.html
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 If your only concern is cost, then Nasdaq is probably the exchange for you.  Nasdaq has 

three market tiers each with increasing minimum requirements (and theoretically prestige): Global 

Select Market, Global Market, and the Capital Market.  While there is a range of fees, listing 75 

million shares on the Global Select Market or the Global Market will run your company $225,000 

for the initial listing fee and an additional $68,500 annually to continue the listing.  Listing the 

same number of shares on Nasdaqôs Capital Market will cost $80,000 for the initial listing fee and 

an additional $27,500 annually.  For the same listing on the NYSE the initial listing fee would be 

$300,000 with an additional $69,750 due annually.  

 Generally, other than for the smallest companies going public, the listing requirements of 

the two exchanges should not impact a decision on where to list because there is not that much of 

a difference between the two exchangesô listing requirements.  An issuer seeking to list on an 

exchange can qualify if it meets one of several different tests set forth by the NYSE and Nasdaq, 

which basically involve a combination of meeting income, assets, cash flow, valuation and revenue 

minimums.  Nasdaqôs Global Select Market tier has generally the highest standards to meet.  Again, 

most companies (that have any business going public) will meet one of the standards of both 

exchanges, so this should not be a big factor. 

The Sarbanes-Oxley Act of 2002 requires that audit committees be independent, but both the 

NYSE and Nasdaq also require that a majority of an issuerôs directors be independent.  What 

constitutes ñindependentò is slightly different under the two exchangeôs listing standards.  In 

addition, each exchange has its own corporate governance standards.  Without trudging through 

the ñweedsò to find technical differences between the two exchanges, here are some high level 

relatively significant differences that may cause a company to choose one exchange versus the 

other:  

¶ NYSE-listed companies must have an independent compensation committee and 

an independent nominating committee.  Nasdaq-listed companies, on the other 

hand, have the option of having an independent compensation committee and 

independent nominating committee or having executive compensation and 

nominating decisions made by a majority of their independent directors.  Smaller 

companies with smaller boards may find the Nasdaq standard more flexible 

(although you will have to disclose in your proxy statement why you donôt have a 

separate compensation and nominating committee). 

¶ A director who is an employee of an organization that has made payments to or 

received payments from the issuer in an amount that exceeds the greater of 2% of 

the payment recipientôs gross revenues or $1 million would not be independent 

under the NYSE rules.  You would exclude charitable contributions in the 

calculation.  The application of the Nasdaq rule, however, tends to be much stricter 

in certain circumstances by applying a test of 5% of the recipientôs gross revenue 

or $200,000, whichever is greater.  For Nasdaq-listed companies, you would 

include charitable contributions in assessing independence.  

¶ NYSE-listed companies must have an internal audit function while Nasdaq-listed 

companies do not.  

¶ NYSE-listed companies must have corporate governance guidelines. Nasdaq does 

not have such a requirement.  

¶ The CEO of NYSE-listed companies must certify annually that the CEO is not 

aware of any violations of the listing standards and the company must affirm 

annually that it is in compliance with the corporate governance listing 

standards.  Interim written affirmations (within 5 business days) must be submitted 

http://www.nasdaq.com/about/nasdaq_listing_req_fees.pdf
http://usequities.nyx.com/listings/fees
http://usequities.nyx.com/regulation/listed-companies-compliance/listings-standards/us
http://www.nasdaq.com/about/nasdaq_listing_req_fees.pdf
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any time a change occurs in the composition or independence of the Board or any 

of its committees and certain other matters.  Nasdaq-listed companies need only 

certify upon their initial listing. 

 Having delineated the similarities and differences between the two exchanges, the 

question to answer is does either exchange possess an investment advantage over the other 

from either a short run or long run perspective?  This becomes the scope of this research, 

to assess similar-sized firms in each exchange over a short study period and a longer study 

period in order to determine if there are any investor perception differences, that in turn 

affect securities prices of firms in both exchanges.  Results would imply investor 

implications through helping to choose the firms/exchanges in which to invest. 

LITERATURE REVIEW  

 
The NYSE was perceived to be more prestigious and visible than Nasdaq before the 1990s. 

If companies desired to increase their visibility and liquidity, they were more likely to choose to 

list on the NYSE (Baker, Powell, and Weaver 1999). Investors were compensated with lower 

returns given a higher market price and visibility of the shares on the NYSE. This has been 

documented in the prior research (Kaldec and McConnell 1994). 

 
Investor recognition and market returns between NYSE and NASDAQ 

Merton (1987) argues and derives an analytical model in which investorsô expected returns 

are a decreasing function of the degree of investor recognition. According to his model, an increase 

in the size of a firmôs investor base will increase the market value of the firmôs stock and lower 

investorsô expected returns when all other factors are equal. Amihud and Mendelson (1986) argue 

that investorsô expected returns are a decreasing function of liquidity. According to their model, 

investors will be compensated with lower returns given the higher liquidity and market value of a 

companyôs stock. Both models have been tested by Kaldec and McConnell (1994). The empirical 

result supports the theory and finds that both investor recognition and liquidity increased after firms 

switched from Nasdaq to the NYSE during 1980-1989. They also find that investor recognition and 

liquidity were negatively and significantly related to the weekly abnormal returns when firms 

switched from Nasdaq to the NYSE.  

Reinganum (1990) investigates the influence of market microstructure on liquidity 

premiums by comparing the monthly returns of NYSE stocks with the returns of Nasdaq stocks. 

He finds that for small firms, the average returns of NYSE stocks are about 6% higher than the 

average returns of Nasdaq stocks and the difference persists even after controlling for size, risk, 

and liquidity-related variables. However, as firm size increases, the return differential between 

NYSE and Nasdaq stocks vanishes. He argues that Nasdaq provides liquidity at a lower cost than 

the NYSE for small firms and investors are willing to accept lower expected returns on Nasdaq 

because of the superiority of its trading mechanism.  

However, Loughran (1993) argues that differences in the characteristics of the companies, 

especially IPO firms, listed on the two exchanges explain much of the disparity. By comparing the 

returns of NYSE stocks with the returns of total stocks, seasonal stocks and IPOs from Nasdaq, he 

finds that 60% of the difference in returns between NYSE and Nasdaq stocks during 1983-1988 

period is attributed to the IPO effect from Nasdaq stocks. He finds that Nasdaq contains mostly 

growth stocks from young firms and these firms underperform during the six calendar years after 

going public.  

Elliott and Warr (2003) compare the price effect for NYSE and Nasdaq stocks added to the 

S&P 500 Index from October 1998 to December 2000 and find that the market-adjusted returns  
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(AR) on the listing-day for Nasdaq stocks are 2.2% higher than the market-adjusted returns for 

NYSE stocks after controlling for firm characteristics, arbitrage risk and index fund demand. 

However, the abnormal trading volume for both NYSE and Nasdaq stocks on the listing day is 

closer.  Additionally, they find that the list-day return reverses very quickly for NYSE stocks, while 

the stock returns from Nasdaq still drift after the listing day and only partial returns are reversed 

over several days. They interpret the result as evidence that the NYSE specialist system is better 

able to mitigate price pressures than is the Nasdaq dealer system. 

Cheon, Christensen and Bamber (2001) investigate the potential factors associated with 

differences in the magnitude of abnormal returns around the NYSE versus Nasdaq firmsô earnings 

announcements during the 1991-1993 period. Their findings indicate that the magnitude of 

abnormal returns around the earnings announcement period is higher for Nasdaq firms than for 

NYSE firms and investors are more sensitive to growth opportunities of Nasdaq firms than of 

NYSE firms.  

During the mid-1990s, there were substantial changes and reforms to both exchanges and 

the differences between the two exchanges have largely disappeared over the years. To better 

understand whether the NYSE still has a competitive advantage over Nasdaq from investorsô 

perceptions, Jain and Kim (2006) investigate the phenomenon of firms switching from Nasdaq to 

the NYSE and the market reaction to the switch using simultaneous equations. They find that the 

switch is positively related to the investorsô recognition and liquidity during the full sample period. 

However, the liquidity benefit of the switch declines after the reforms. They also find a significant 

and positive relationship between the three-day cumulative abnormal return (CAR) and investorsô 

recognition.  No significant relationship is found between the three-day CAR and liquidity, which 

differs from prior studies. In addition, they find that firms already have high volumes and investorsô 

recognition are less likely to switch the exchange. Therefore, they provide evidence that investorsô 

recognition is the main reason that firms switch from Nasdaq to the NYSE and markets positively 

react to the switch. 

Panchapagesan and Kedia (2011) compare corporate transactions between firms that 

switch from Nasdaq to the NYSE and firms that meet the criteria but choose to stay on Nasdaq 

between 1996 and 1998.  They find that firms that switch to the NYSE issue more debt and equity, 

are more likely to have merger and acquisition transactions and have higher CARs following the 

switch than do peer firms that chose to stay on Nasdaq.  

 

Transaction costs between NYSE and Nasdaq 

Some studies have compared the transaction cost difference between the NYSE and 

Nasdaq and find that the transaction cost is higher on the Nasdaq than on the NYSE. Huang and 

Stoll (1996) compare the execution cost of NYSE and Nasdaq stocks using different spread 

measures and find that the execution costs are twice as large for a sample of Nasdaq stocks as they 

are for a matched sample of NYSE stocks. They suggest that the dealer trading system limits 

dealersô incentives to narrow spreads on Nasdaq.  

Bessembinder (1999) compares the execution cost difference between NYSE and Nasdaq 

stocks after stock exchanges adopted the SECôs new rules. He finds that although the trade 

execution cost differential has narrowed after the adoption of new rules and smaller tick sizes, the 

trade execution costs still remain higher on the Nasdaq compared with the execution costs on the 

NYSE, which may indicate that the dealer market structure is less efficient than the specialist 

auction structure.  

Chung, Ness, and Ness (2004) also investigate the execution cost difference between the 

two exchanges after decimalization and find that the mean Nasdaq spread is wider than the mean 

NYSE spread for small companies when spreads are equally weighted across stocks. However, the 

mean of the Nasdaq spread is narrower than the mean of NYSE spreads for large companies when 

spreads are volume-weighted across stocks. Their results are consistent with the result from 

Bessembinder (1999) and suggest that the NYSE specialist system provides low execution costs 
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for small, low-volume stocks and Nasdaq dealer system provides low execution costs for large, 

high-volume stocks.  

Kim and Jiang (2009) use the data from May 2001 to July 2001 to compare the adverse 

selection costs between the NYSE and Nasdaq after decimalization. They find that the adverse 

selection component of the bid-ask spread is significantly lower on Nasdaq than on the NYSE after 

decimalization and it is not attributed to the differences in characteristics of the samples of the two 

exchanges. They also find that the adverse selection costs increase with trade size on the NYSE. 

But there is no similar pattern for Nasdaq stocks.  

Overall, prior studies provide evidence that the NYSE had higher visibility and prestige 

than did Nasdaq before the 1990s, which led to higher market values, liquidity, and lower cost of 

capital for firms listed on the NYSE than for firms listed on Nasdaq. However, with the new 

technology and substantial reforms of both exchanges, the differences between two exchanges have 

largely disappeared over the past few years. Although there are companies that continue to switch 

from the Nasdaq to the NYSE, there are also some companies that switch from the NYSE to 

Nasdaq.  This suggests that investors may have changed their perceptions of the two exchanges. It 

is this investor perception that this study seeks to research.  

 

HYPOTHESES 

    
In spite of the dissimilarities between the NYSE and Nasdaq there has been minimal 

research conducted assessing any short run and long run advantages of either, and no research that 

has attempted to compare or contrast the advantage that either may have from a time frame 

perspective.  From a short-run perspective, if either exchange possesses an advantage, we would 

expect to see such advantage manifested in the stock price, as established by investor trading.  This 

gives rise to the first hypothesis, stated in the null form: 

 

H1: There is no significant difference in stock price effect when comparing NYSE firms to 

Nasdaq firms over the short run. 

 

Applying similar logic as used in hypothesis 1, we then assess any potential stock effect 

differences between the two exchanges from a long-run perspective.  This gives rise to the second 

hypothesis, stated in the null form: 

H2: There is no significant difference in stock price effect when comparing NYSE firms to 

Nasdaq firms over the long run. 

 

SAMPLE SELECTION  

 
The study is comprised of two sample periods.  One, consists of similar-sized asset based 

firms listed on the NYSE and Nasdaq between the years 2011-2013 (i.e., short run).  The second 

consists of similar-sized asset based firms listed on the NYSE and Nasdaq between the years of 

1999-2013 (i.e., long run).  For the long run period, 1999 was the year selected as the starting point 

since it was about this time that all changes in the two exchanges were fully incorporated (Jain and 

Kim [2006]).  The short run period, beginning with the most recent year available, 2013, and 

working back for three years was used in an attempt to stay consistent with prior research utilizing 

a three year short run window (Elliott and Warr [2003], Cheon, Christensen and Bamber [2001], 

Panchapagesan and Kedia [2011]).  These samples have met the following criteria: 1) Security 

price data was available on the Center for Research on Security Prices (CRSP).  2)  Earnings data, 

along with asset data, was available on Compustat.  Table 1 provides the summary of the samples 

used in the study.  
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Firms identified 1,288 1,119 1,311 1,057

Firms removed due to insufficient 

Compustat data for all study periods
38 17 41 13

Final overall firms sample 1,221 1,090 1,238 1,036

NYSE 

Firms 

1999-2013

Table 1:  Study Sample Summary

NYSE 

Firms 

2011-2013

Nasdaq 

Firms 

2011-2013

Nasdaq 

Firms 

1999-2013

Firms removed due to insufficient 

CRSP data for all study periods
29 12 32 8

    
TEST OF HYPOTHESIS ONE 

 

The purpose of this test is to assess the relative information content of earnings 

releases for NYSE firms versus Nasdaq firms in short run periods. In order to accomplish 

this, an approach similar to that used by Jain and Kim (2006) is used.   A pooled cross-

sectional sample of firms contained in each listing is derived for the period 2011-2013.  

The following model is used to evaluate information content: 

 

CAR it = a + b1UEit + b2D1itUEit + b3D2itUEit + b4MB it + b5Bit + B6MV it + eit    (1) 

 

Where: CARit = Cumulative abnormal return firm i, time t 

 a = Intercept term 

 UEit = Unexpected earnings for firm i, time t 

 D1it = Dummy variable, 0 for Nasdaq firms, 1 for NYSE firms 

 D2it = Dummy variable, 0 for NYSE firms, 1 for Nasdaq firms 

 MB it = Market to book value of equity as proxy for growth and  

                persistence 

 Bit = Market model slope coefficient as proxy for systematic risk 

 MV it = Market value of equity as a proxy for firm size 

 eit = error term for forecast i, time t  

 

 The coefficient ñaò measures the intercept.  The coefficient b1 is the earnings 

response coefficient (ERC) for all firms in the sample (during both NYSE and Nasdaq 

firms in short run study periods).  The coefficient b2 represents the incremental ERC for 

NYSE firms.  The coefficient b3 represents the incremental ERC for Nasdaq firms.  The 

coefficients b4, b5, and b6 are contributions to the ERC for all firms in the sample.  To 

investigate the effect of the information content on ERC, there must be some control for 

variables shown by prior studies to be determinants of ERC.  For this reason, the variables 

represented by coefficients b4 though b6 are included in the study. 

 Unexpected earnings (UEi) is measured as the difference between actual annual 

earnings (AEi) and security market participantsô expectations for earnings proxied by 

consensus analyst following as per Investment Brokers Estimate Service (IBES) (EXi).  

The unexpected earnings are scaled by the firmôs stock price (Pi) 180 days prior to the 

forecast: 
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            (AEi- EXi)                                                       (2) 

           UEi  =          Pi 

 

 For each disclosure sample, an abnormal return (ARit)is generated around a three 

day event window, for event days -1, 0, +1, where day 0 is defined as the date of the 

earnings announcement identified by the Wall Street Journal. This approach is again 

similar to the one used by  Jain and Kim (2006). The market model is utilized along with 

the CRSP equally-weighted market index and regression parameters are estimated between 

-290 and -91.  Abnormal returns are then summed to calculate a cumulative abnormal 

return (CARit).  Hypothesis 1 is tested by examining the coefficients associated with 

unexpected earnings for NYSE study period firms (b2) and the coefficient associated with 

unexpected earnings for Nasdaq study period firms (b3).   

 

RESULTS OF HYPOTHESIS ONE 

 
As shown in Table 2, the coefficient representing the combined NYSE and Nasdaq firms 

for the short run period of 2011-2013, b1, is positive .09 (.01 significance level). The coefficient 

representing NYSE-only firms during the same period, b2, is positive, .03 (.05 significance level). 

The coefficient representing Nasdaq-only firms during this period, b3, is positive .15 (.01 

significance level). All other coefficients are not significant at traditional levels.  

Findings indicate that both NYSE and Nasdaq firms have a significantly positive effect on 

security prices in the short run, while Nasdaq firms appear to exert a greater positive effect on stock 

prices during these short run periods. 

In addition, whenever regression variables are employed, there is a probability of the 

presence of multicollinearity within the set of independent variables which may be problematic 

from an interpretive perspective.  To assess the presence of multicollinearity, the Variance Inflation 

Factor (VIP) was utilized. Values of VIP exceeding 10 are often regarded as indicating 

multicollinearity.  In the test of hypothesis 2, a VIP of 2.0 was observed, thus indicating a non-

presence of significant multicollinearity. 

 

Table 2: Test of Hypothesis 1 

 

Model: CARit = a + b1UE + b2D1UE+ b3D2UE+ b4MBit + b5Bit        

                           + b6MV it + eit 

           a        b1         b2         b3        b4        b5       b6              Adj. R2 

         .20      .09       .03       .15        .03     .15     .25     

       (.48)   (2.36)a (1.87)b (2.44)a   (.53)   (.69)  (.39)             .251 
a  Significant at the .01 level 
b  Significant at the .05 level 

b1 =  Unexpected earnings of 2,311 NYSE & Nasdaq combined firms      

         2011-2013 

b2 =  Unexpected earnings of 1,221 NYSE firms 2011-2013 

b3 =  Unexpected earnings of 1,090 Nasdaq firms 2011-2013 

b4, b5, b6 = Unexpected earnings of 2,311 NYSE and Nasdaq combined  

                   firms 2011-2013  

 

 In addition to a cross-sectional regression analysis, a one-way ANOVA test is conducted 

to assess any differences between the NYSE and Nasdaq groups of firms. This includes the average 
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percentage change in security prices for; NYSE firms (1,221) and Nasdaq firms (1,090), around a 

three day window (i.e., -1, 0, +1, with day 0 representing the day of earnings release as per the Wall 

Street Journal, for the study period 2011-2013.   

Table 3 shows the results of the ANOVA test and indicates an F-ratio of 22.918 with an 

associated p-value of .0000.  When the Levene test was performed to assess for homogeneity of 

variance, a Levene statistic of 6.6480 was obtained with a significance level of .001.  This test 

indicates significant differences in the variances of the groups. These results, combined with the 

results of the cross-sectional regression test lead to the rejection of the null hypothesis that there is 

no difference in stock prices when comparing NYSE and Nasdaq firms in the short run.  

In addition, close analysis of Table 3 indicates that the average composite 

percentage change in stock price for the Nasdaq sample was +9.033, while the respective 

change for the NYSE sample was +3.246.  This indicates that there exists greater 

movement in stock price of Nasdaq firms in the short run, in fact nearly triple that of NYSE 

firms. The average stock price movement is significant and positive for both groups. 
Table 3: Test of Hypothesis 1 

One  Way ANOVA Summary 

Groups            Count         Sum        Average      Variance 

NYSE firms    1,221        3,963.8       3.246          5.2897 

Nasdaq firms  1,090         9,845.9       9.033         2.9106 

 

Source of Variation        SS                df          MS            F-ratio       P-value 

Between Groups        2,569.305           1      298.326        22.918       .0000 

Within Groups             824.952      2,309         2.102 

Total                          3,294.257     2,310 

 

Levene Statistic            df1              df2        Two-tail Significance 

    6.6480                       1               2,309                .001 

 

TEST OF HYPOTHESIS TWO 
 

The purpose of this test is to assess the relative information content of earnings 

releases for NYSE firms versus Nasdaq firms in long run periods. In order to accomplish 

this, and similar to hypothesis one, a pooled cross-sectional sample of firms contained in 

each listing is derived for the period 1999-2013.  The following model is used to evaluate 

information content: 

 

CAR it  = a + b1UEit + b2D1itUEit + b3D2itUEit + b4MB it + b5Bit + B6MV it + eit   (3) 

 

Where: CARit = Cumulative abnormal return firm i, time t 

 a = Intercept term 

 UEit = Unexpected earnings for firm i, time t 

 D1it = Dummy variable, 0 for Nasdaq firms, 1 for NYSE firms 

 D2it = Dummy variable, 0 for NYSE firms, 1 for Nasdaq firms 

 MB it = Market to book value of equity as proxy for growth and  

         persistence 

 Bit = Market model slope coefficient as proxy for systematic risk 

 MV it = Market value of equity as a proxy for firm size 

 eit = error term for forecast i, time t  
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 The coefficient ñaò measures the intercept.  The coefficient b1 is the earnings 

response coefficient (ERC) for all firms in the sample (during both NYSE and Nasdaq 

firms in long run study periods).  The coefficient b2 represents the incremental ERC for 

NYSE firms.  The coefficient b3 represents the incremental ERC for Nasdaq firms.  The 

coefficients b4, b5, and b6 are contributions to the ERC for all firms in the sample.  To 

investigate the effect of the information content on ERC, there must be some control for 

variables shown by prior studies to be determinants of ERC.  For this reason, the variables 

represented by coefficients b4 though b6 are included in the study. 

 Unexpected earnings (UEi) is measured as the difference between actual annual 

earnings (AEi) and security market participantsô expectations for earnings proxied by 

consensus analyst following as per Investment Brokers Estimate Service (IBES) (EXi).  

The unexpected earnings are scaled by the firmôs stock price (Pi) 180 days prior to the 

forecast:  

     

   (AEi- EXi)                                                        (4) 

  UEi  =           Pi 

 

 For each disclosure sample, an abnormal return (ARit) is generated for event days -

1, 0, +1, where day 0 is defined as the date of earnings announcement identified by the 

Wall Street Journal.  The market model is utilized along with the CRSP equally-weighted 

market index and regression parameters are estimated between -290 and -91.  Abnormal 

returns are then summed to calculate a cumulative abnormal return (CARit).  Hypothesis 2 

is tested by examining the coefficients associated with unexpected earnings for NYSE 

study period firms (b2) and the coefficient associated with unexpected earnings for Nasdaq 

study period firms (b3).   
 

RESULTS OF HYPOTHESIS TWO 
 

As shown in Table 4, the coefficient representing the combined NYSE and Nasdaq firms 

for the long run period of 1999-2013, b1, is positive .10 (.01 significance level). The coefficient 

representing NYSE-only firms during the same period, b2, is positive, .17 (.01 significance level). 

The coefficient representing Nasdaq-only firms during this period, b3, is positive .02 (.01 

significance level). All other coefficients are not significant at traditional levels.  

Findings indicate that both NYSE and Nasdaq firms have a significantly positive effect on 

security prices in the long run, while NYSE firms appear to exert a greater positive effect on stock 

prices during these long run periods. 

To assess the presence of multicollinearity, the Variance Inflation Factor (VIP) was 

utilized.  Values of VIP exceeding 10 are often regarded as indicating multicollinearity.  In the test 

of hypothesis 2, a VIP of 2.4 was observed, thus indicating a non-presence of significant 

multicollinearity. 
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Table 4: Test of Hypothesis 2 

 

Model: CARit = a + b1UE + b2D1UE+ b3D2UE+ b4MBit + b5Bit        

                           + b6MV it + eit 

           a        b1         b2         b3        b4        b5       b6                Adj. R2 

         .12       .10       .17       .02       .07     .11     .31     

        (.51)   (2.47)a (2.35)a (2.50)a   (.63)  (.26)  (.51)               .301 
a  Significant at the .01 level 

 

b1 =  Unexpected earnings of 2,274 NYSE & Nasdaq combined firms      

         1999-2013 

b2 =  Unexpected earnings of 1,238 NYSE firms 1999-2013 

b3 =  Unexpected earnings of 1,036 Nasdaq firms 1999-2013 

b4, b5, b6 = Unexpected earnings of 2,274 NYSE and Nasdaq combined  

                   firms 1999-2013  

 

 In addition to a cross-sectional regression analysis, a one-way ANOVA test is conducted 

to assess any differences between the NYSE and Nasdaq groups of firms. This included the average 

percentage change in security prices for; NYSE firms (1,238) and Nasdaq firms (1,036), around a 

three day window (i.e., -1, 0, +1 with day 0 representing the day of earnings release as per the Wall 

Street Journal, for the study period 1999-2013.   

Table 5 shows the results of the ANOVA test and indicates an F-ratio of 22.474 with an 

associated p-value of .0000.  When the Levene test was performed to assess for homogeneity of 

variance, a Levene statistic of 6.9281 was obtained with a significance level of .001.  This test 

indicates significant differences in the variances of the groups. These results, combined with the 

results of the cross-sectional regression test lead to the rejection of the null hypothesis that there is 

no difference in stock prices when comparing NYSE and Nasdaq firms in the long run.  

In addition, close analysis of Table5 indicates that the average composite 

percentage change in stock price for the NYSE sample was +10.149, while the respective 

change for the Nasdaq sample was +3.510.  This indicates that there exists greater 

movement in stock price of Nasdaq firms in the long run, in fact nearly triple that of NYSE 

firms. These results are the exact opposite when comparing the two exchanges in the short 

run.  
Table 5: Test of Hypothesis 2 

 

One  Way ANOVA Summary 

Groups            Count         Sum        Average      Variance 

NYSE firms    1,238      12,564.5      10.149         3.1892 

Nasdaq firms  1,036        9,845.9         3.510         3.0195 

 

Source of Variation        SS                df          MS            F-ratio       P-value 

Between Groups        2,229.875           1      247.198        21.474       .0000 

Within Groups             699.253     2,273          2.091 

Total                          2929.128     2,274 

 

Levene Statistic            df1               df2        Two-tail Significance 

    6.9281                        1               2,273                .001 
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CONCLUSIONS 
 

 A central market-based question posed by companies today is where to list, the NYSE or 

Nasdaq?  A similar question is also being asked by investors as to which exchange, if either, 

produces greater positive results.  There exists documented differences between the two exchanges, 

along with the types of companies each tends to attract.  Several studies have concentrated on the 

rule changes for these exchanges and the subsequent impact on security returns or on issues such 

as transaction costs and the impact that they have on security returns.  Most studies have analyzed 

security returns over short periods while providing minimal evidence for the long-term investor.  

This study analyzes security returns associated with a sample of similar sized companies in each 

exchange over a short run period (2011-2013) versus a long run period (1999-2013) 

Findings indicate that, for short run periods, both NYSE and Nasdaq firms have a 

significantly positive effect on security prices, while Nasdaq firms appear to exert a greater positive 

effect on stock prices during these short run periods.  While for long run periods, findings indicate 

that both NYSE and Nasdaq firms have a significantly positive effect on security prices, while 

NYSE firms appear to exert a greater positive effect on stock prices during these long run periods. 

This research contributes to extant literature by examining a greater number of firms in 

each exchange, delineating investment time periods by short run and long run holding periods, and 

detailing which exchange might be more preferable for the short run versus the long run investor.  

While firms in both exchanges produce positive stock price effects, the Nasdaq appears to be better 

suited for short run investors while the NYSE seems a better fir for longer run investors. 
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ABSTRACT 

 
As entrepreneurs decide to open or pursue a small business, one important option available to most 

entrepreneurs involves whether or not to purchase a ñfranchiseò or ñlicensedò business.  Many 

small businesses started during the last 30 years have involved either franchising or licensing.  One 

major reason small business owners choose to become franchisees or licensees is these small 

business models allow individuals to function as if they were operating a much larger enterprise or 

corporation. Many entrepreneurs could be confused over what fees are required, what the various 

fees entail, and the difference between a ñfranchisedò and ñlicensedò business.  It seems a large 

number of fees and monthly expenses are based on the McDonaldôs Corporation fee structure.  

Important insights can be gained by analyzing the concepts employed by McDonaldôs with regard 

to fees and expenses as presented in an earlier paper, ASBBS Annual Conference Proceedings, 

February 2011 (Volume 18, Number 1).   Franchise/license fees, security fees, base rent fees, 

percent rent fees, service fees, and royalty fees, not to mention the various purchase cost options, 

all come into play when analyzing a potential business such as McDonaldôs or Starbucks.  

Comparing Chick-fil -A and Starbucks licensees to McDonaldôs franchisees can help potential 

entrepreneurs identify possible issues.  Based on the earlier research of McDonaldôs fee structures, 

comparisons of associated fees and expenses of franchised versus licensed companies can be 

analyzed in a more enlightened manner.  Licensing of Chick-fil -A and Starbucks will be compared 

to a franchised McDonaldôs for base-line comparisons and analysis. 

 

INTRODUCTION  

 
Having limited funds available, combined with a lack of a complete understanding of franchising 

and licensing, can be a significant barrier to someone attempting to become a franchisee or licensee.  

Historically, required financial resources for the individual entrepreneur have been obtained from 

various sources, such as immediate family members, relatives, or banks.  Franchising and licensing 

models serve as a financial resource multiplier, effectively allowing the entrepreneur to operate a 

small business with many of the attributes more often associated with much larger corporate 

entities.  A thriving large corporation is able to offer its franchisees and licensees an extremely 

large reservoir of resources.  A franchisor such as McDonaldôs serves as an excellent base-line for 

comparisons of various other franchises and licensing retail corporations with regard to fees and 

expenses.  

 

The retail service sector, especially the restaurant sector, has become one of the more recognized 

industries associated with the franchising and licensing forms of business structures.  Many such 

fast food franchising and licensing ventures have proven extremely successful.  The name in this 

industry sector that has risen to become the pinnacle of the fast food franchising sector is 

McDonaldôs and hence serves as an excellent base-line for franchise fees and expenses.  In a 
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previous paper (ASBBS Journal, Volume 9, Number 1, Summer 2013), comparisons were made of 

fees and expenses of  

Chick-fil -A to McDonaldôs attempting to look for significant deviations in franchising versus 

licensing costs and expenses.  This helps estimate future profits that may be realized in these types 

of businesses.  In this paper an analysis will made comparing the Starbucks license to further 

enhance comparisons. 

 

The current analysis will use descriptive statistics to summarize and present data comparing the 

franchise model of McDonaldôs to the licensing model used by Chick-fil -A and Starbucks.  We 

will use a systematic comparison of fees, purchase prices, and projected annual revenues between 

the McDonaldôs ñfranchiseò model and the ñlicensing modelò of Chick-fil -A and Starbucks.  This 

methodology will present opportunities for potential owner/operators in these types of businesses 

to make solid decisions on what works best for their future financial success based on the data 

collected.  Past and present literature reviews on ñfranchisingò and ñlicensingò agreements offer 

little if any substantial data for comparisons.  This is an area that we will begin to address in this 

paper. 

THE McDONALDôS FRANCHISING MODEL 

 
When base-lining a McDonaldôs franchise, there are a variety of terms and conditions that come 

into play with regard to individual store franchise fees.  For each McDonaldôs restaurant there is an 

operatorôs lease agreement with an assortment of stated fees and conditions ñappropriateò to that 

specific restaurant.  A portion of the table of contents from an Operatorôs Lease with various articles 

is shown as Table I.  
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TABLE I  

OPERATORôS LEASE (SAMPLE) 

TABLE OF CONTENTS  

 

Article 1 SUMMARY OF FUNDAMENTAL LEASE PROVISIONS 

Sec.  1.01

 Terméééééééééééééééééééé...éé.1 

  1.02

 Rentééééééééééééééééééééééé.1 

  1.03  

             Security Depositéééééééééééééééé.éé.1 

  1.04  

             Legal Descriptionééééééééééééééé............1 

  1.05  

             Attachment, Exhibits and Addendaéééééééé............1 

 

Article 2 LEASE, PREMISES AND TERM 

Sec.  2.01

 Premisesééé..ééééééééééééééé..éé.2 

  2.02

 Termééé.ééééééééééééééééé.........2 

  2.03  

             Quiet Enjoymentéééé.ééééééééééééé..2 

  2.04  

             Use of Premisesééééééééééééééééé....2 

  2.05  

             Rule Against Perpetuitieséééééééééééééé.2 

  2.06  

             Construction and Delivery of Building and Other       

Improvementséééééééééééééééééééé.......2 

  2.07  

             Acceptance of   

Premisesééééééééééééééééééééééé....2 

  2.08  

              Lesseeôs Compliance with Various 

Requirementséééééééééééééééééééé..é..2 
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The Operators Lease is a ñlegalò document signed by the franchisee that specifically states the rents 

and fees for that specific McDonaldôs restaurant.  Each individual McDonaldôs store will have a 

separate and specific operatorôs lease.  Most legitimate franchisors and licensees will use and 

employ some form of lease/franchise agreement that clearly states terms, fees and expenses.  Chick-

fil -A and Starbucks, that are being base-lined to McDonaldôs,  also have some form of legal 

document/agreement that clearly states fees and expenses that will apply to the licensees.  

(Franchise Fees sand Expense Requirement.  Base Line to McDonaldôs Corporation, ASBBS E 

Journal, Volume 9, Number 1, Summer 2013, ISSN 1557-5004.) 

 

 

McDONALDôS TRADITIONAL/CONVENTIONAL FRANCHISE 

 
The majority of traditional (stand-alone building) McDonaldôs franchises are termed ñConventional 

Franchises.ò  This traditional McDonaldôs franchise is based on a 20 year agreement between the 

franchisee and McDonaldôs Corporation.  The Operatorôs lease for a Conventional Franchise of 

McDonaldôs usually includes an ongoing service fee of approximately 4 % of the monthly 

sales/revenues of that particular store.  This 4% is used for advertising and marketing.  This may 

also be referred to as the advertising fee.  This money is used for TV, radio, internet 

TABLE I (continued)  

OPERATORôS LEASE (SAMPLE) 

TABLE OF CONTENTS  

 

Article 3 RENT, TAXES, RECORDS AND REPORTS 

 

Sec.  3.01 Rentéééééééééééééééééééééééé...éé..3 

  3.01 (A) Basic Rentééééééééééééééééééééééé.3 

  3.01 (B) Percentage Rentééééééééééééééééééééé.3 

  3.01 (C) Definition of ñGross Salesòéééééééééééééééé...3 

  3.01  (D) Taxes and Assessmentséééééééééééééééééé.3  

  3.01 (E) Other Charges and Expenseséééééééééééééééé.3 

  3.02 Recordséééééééééééééééééééééééééé3 

  3.03 Reportséééééééééééééééééééééééééé.4 

  3.03 (A) Discrepancy in Reportséééééééééééééééééé.4 

  3.03 (B) Default in Reportingééééééééééééééééééé..4 

  3.03 (C) Inspection of Records by Lessoréééééééééééé.éé...4 

  3.04 No Abatement of Rentéééééééééééééééééééé.4 

  3.05 Interest on Past Due Rentééééééééééééééééééé4 

  3.06 Lien for Rentéééééééééééééééééééééééé4 

  3.07 Security Depositéééééééééééééééééééééé...4 

 

Article 4 OBLIGATION OF LESSEE 

Sec.  4.01 Utilitieséééééééééééééééééééééééééé.5 

  4.02 Maintenance and Repairééééééééééééééééééé..5 

  4.03 Alterationsééééééééééééééééééééééééé5 

  4.04 Suretyéééééééééééééééééééééééééé...5 

  4.05 Lien Against Propertyéééééééééééééééééééé..5 

  4.06 Assignment by Lesseeéééééééééééééééééé.éé.5 

  4.07 License Agreementééééééééééééééééééé.éé..6 
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advertising/promotions, as well as other marketing choices.  In addition to this 4%, there is an 

ongoing ñmonthly feeò (royalty) of 8.5% to 13% of monthly revenues due to McDonaldôs 

Corporation for use of the building which is usually owned by McDonaldós Corporation.  This rent 

is based on McDonaldôs Corporation owning the land and building for that particular restaurant.  

This rent percent can be reduced in rare cases where the franchisee owns the building.  There may 

be a few cases where the franchisee owns both the building and the land, but McDonaldôs 

Corporation usually owns the land and the majority of buildings where McDonaldôs restaurants are 

located.  Hence, McDonaldôs has become one of this countryôs largest commercial real estate 

holding companies; owning thousands of prime commercial locations throughout the United States.  

Table II  presents an example of McDonaldôs estimated monthly fees. 

 

TABLE II  

ñMonthly Feesò to McDonaldôs for Restaurant ï Based on Monthly Sales 

(Revenue) of $150,000.00 Per Month 

Estimated 

Monthly Sales/Revenues    $150,000.00 

                    x.10  

Percent Rent Fee (Figuring 10%)      $15,000.00 

 

       $150,000.00 

Service (Advertising Fee)                 x.04  

$6,000.00      

 

From Monthly Sales of $150,000.00 Franchisee Pays $15,000.00 + $6,000.00 = 

$21,000.00 to McDonaldôs 

 

 

There are some initial costs, in addition to the ñservice feeò (advertising) and ñpercent rent fee,ò 

(royalty) that are also required to be paid for a conventional McDonaldôs franchise.  These costs 

include a security deposit (one-time payment of $15,000) and the initial franchise fee of $45,000.  

These costs are tied to the Operatorôs Lease Agreement for each individual store.  These monthly 

fees and deposits are in addition to the purchase price of the actual restaurant.  The purchase price 

reflects the fair market value paid for an existing restaurant.  Although there is no set purchase 

price, a broad rule of thumb usually sets the purchase price between 50% - 75% of the storeôs past 

annual sales for an existing and established store.  McDonaldôs usually requires the franchisee to 

invest 25% of the negotiated purchase price of a restaurant from personal funds while acquiring a 

mortgage for the remaining 75%.  Average revenues for a traditional McDonaldôs are in the 

neighborhood of $1.5 - $1.8 million per year.  These fees and expenses are shown in Table III. 
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TABLE III  

Comparison Franchising vs. Licensing 

 

Monthly Fees 

Different related 

costs 

McDonaldôs Chick-fil -A Starbucks 

% Rent (Royalty) 8-13% of sales 15% gross sales 8-15% of sales revenue  

based on agreement, 2.5% 

of gross revenue 

(sandwiches, bottled 

beverages) 5% of gross 

revenue from sandwiches 

 

Service Fee 

(Advertising) 

4% of sales None None 

Purchasing Expenses 

 

Purchase Price varies noneðno equity noneðno equity 

% Down of 

Purchase Price 

25% noneðno equity noneðno equity 

Franchise Fee $45K $5K $15-$30K 

Security Fee $15K None None 

Projected Annual Revenues 

 

 $1.5-$1.8 

million 

$2-$3 million Avg. $750,000 

Lease Agreement 

 

 20 years year to year Varies (1-5 years) 

 

Monthly advertising fees and monthly rent fees as well as the security deposit, franchise fee, and 

the amount of money required as a down payment will be analyzed in the following paragraphs for 

Chick-fil -A and Starbucks which are being compared to McDonaldôs. 

 

TRADITIONAL CHICK -fil -A LICENSEE 

 
The majority of licensed Chick-fil -Aôs are traditional stand-alone locations.  These restaurants are 

operated by an individual who is licensing the restaurant from the Chick-fil -A Corporation on a 

year to year agreement.  Unlike most franchises, Chick-fil -A operators serve basically as partners 

with the corporation, sharing bottom line profit, while acquiring no equity in the restaurant.  Chick-

fil -Aôs are not bought and sold as McDonaldôs franchisees since Corporate Chick-fil -A does retain 

all equity in the business.  Hence, there are no initial purchase expenses (mortgage) or percent down 

payments when serving as the licensee of a Chick-fil -A.  The year to year agreement between 

Chick-fil -A and the licensee does, however, involve a $5,000 initial fee which is substantially less 

than the $45,000 for the McDonaldôs 20 year franchise fee.  Chick-fil -A licensed partners sublease 

restaurants from Corporate Chick-fil -A and manage the restaurant.  There are also no advertising 

fees since Chick-fil -A maintains control over advertising. 

 

Chick-fil -A does, however, have fees and expenses involved when one is a licensee.  The largest 

of these fees is the Operator Service Charge.  This charge is usually 15% of monthly gross sales 
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and also includes 50% of monthly net profit.  There are other smaller expenses such as accounting 

services (provided by Chick-fil -A) that are $60 per month and hardware/software support which 

can run from $500 - $4,000 per month. 

 

Chick-fil -Aôs Operator Service Charges are extremely high but indications are that annual revenues 

are also high and may range from $2 to $3 million annually per traditional store. The most 

significant difference between Chick-fil -A and McDonaldôs or most other food franchises is the 

lack of equity or ability to buy or sell when a Chick-fil -A licensee decides to retire or move on to 

another opportunity.  All of these expenses for Chick-fil -A are summarized on Table III.  (ASBSS 

E Journal, Volume 9, Number 1, Summer 13, ISSN1557-5004) 

 

STARBUCKS LICENSEE 

 
The majority of Starbucks, in stand-alone locations with a lounge area and drive-thru, are 

corporation owned stores.  There are 10,194 corporate owned stores and 9,573 licensed stores as 

of September 2013.   Most of the current  ñlicensedò stores appear to be small versions of the stand-

alone corporate stores and are found in large grocery stores (Kroger, Albertsons, Safeway) or in 

retail shops  (Target and Barnes and Noble).  Licensed Starbucks are usually what you will also 

find in casinos, college campuses and hospitals. 

 

These smaller venue licensed Starbucks, which for this paper are of primary concern, are operated 

by an individual or organization (casino, hospital, etc.) who is managing the Starbucks for some 

agreed period of time (1-5 years) per the licensee agreement with the Starbucks Corporation.  

Unlike a McDonaldôs franchise, Starbucks licensees serve basically as partners with Starbucks 

Corporation (like Chick-fil -A), paying fees and product expenses to Starbucks, but acquiring no 

equity in the business. Starbucks cannot be bought and sold like McDonaldôs franchises since 

Starbucks retains all control, ownership and equity in the licensed business.  In other words, a 

Starbucks license agreement does not allow the licensee to eventually sell his/her business and 

leave with equity/profit from the sale. 

 

As a result of this type of business model (licensing) there is no initial business purchase cost 

(mortgage) while serving as a Starbucks licensee.  There are, however, numerous references that 

indicate an initial opening and equipment cost to the Starbucks licensee of approximately $315,000.  

These costs are included to purchase the required restaurant equipment and marketing materials to 

open a licensed Starbucks.   Starbucks, like Chick-fil -Aôs, are not bought and sold like McDonaldôs.   

Hence, there are no monthly mortgage payments in most licensed Starbucks.  The $315,000 

equipment purchase expense, plus the building rent expense, is all that is initially required to open 

a Starbucks. 

 

There are some licensee stores found in the larger stand-alone buildings.  Here the Starbucks 

licensee has previously bought or owns the property for his Starbucks business before acquiring 

the license.  There is a specific licensee agreement for each Starbucks licensee store that is usually 

between 1-5 years and can cost between $15K and $30K.  All Starbucks licensees are essentially 

business managers, like Chick-fil -A, who rent retail space or in some cases own the building they 

are using to operate a Starbucks.  They pay required monthly fees to Starbucks while keeping the 

monthly bottom line profit from that store.  These Starbucks fees and expenses for a licensee vary 

as much as 8-15% of the gross monthly revenues based on what is specifically defined in the 

specific license agreement.  This 8-15% of the revenues can include fees of 2.5% of any sandwiches 

and bottled beverages sold in that Starbucks.  Certain specific Starbucks sandwiches can have fees 

of up to 5% of gross revenue.  Also included in expenses/fees for the Starbucks licensees is the 

requirement to purchase specific Starbucks coffee blends only from Starbucks with all the 
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associated food costs for these products.  One of the best reasons to license a Starbucks involves 

the ability to take advantage of the Starbucks name recognition. In addition to packaged coffee 

beansðthe company also places its name on cold, canned coffee drinks, breath mints, candy bars, 

ice cream treats, and anything else that either contains coffee or is likely to be found in a coffee 

shop.  There are Starbucks brand travel mugs, tote bags, coffee grinders, and home espresso 

machines.  All of these items must be purchased directly from Starbucks Corporation and then sold 

by the licensee with appropriate fees going back to Starbucks Corporation. 

 

The smaller licensed Starbucks found in grocery stores, colleges and airports appear to average 

$750,000 in annual revenues based on 2014 SEC corporate filings.  This average of $750,000 is 

probably significantly lower than the Starbucks Corporate owned stand-alone stores which 

probably generate $1.5 - $2.5 million in annual revenues.  All of these Starbucks fees and expenses 

are displayed in Table III. 

  

CONCLUSION 

 
Licensed businesses such as Starbucks and Chick-fi l-A are significantly different than a franchise 

business such as McDonaldôs.  Licensed businesses are generally portrayed as a cheaper alternative 

to franchising.  This appears to be tied to the fact that licensed models ñdo notò own the business 

and ñdo notò incur an initial expense of purchasing the business with a monthly mortgage payment. 

 

The fees for operating a ñlicensedò business do appear cheaper in some aspects than a ñfranchiseò 

business as shown in Table III.  There are usually no corporate advertising fees for licensed stores 

since this expense is paid for the most part by the Corporation, while a franchise owner may be 

paying 4-5% of monthly revenues for advertising to the Corporation.  Some franchises also charge 

an initial security fee ($15KðMcDonaldôs) while licensees are not burdened with this expense.  

Indications are the initial franchise fee is usually relatively expensive ($45K-McDonaldôs) for a 

longer agreement time (20 years-McDonaldôs) while the license expenses for a Starbucks ($15-

$30K) and Chick-fil -A ($5K) are cheaper but for a significantly shorter period of time (1-5 years) 

as shown in Table III. 

 

The most apparent cost saving factor in licensing is probably the possible lack of a monthly 

mortgage payment since the licensee does not own the business or purchase the business.  The lack 

of a mortgage payment eliminates a large monthly expense but results in no equity in the business.  

There are numerous McDonaldôs franchisees paying off their mortgagees in 7-10 years and then 

acquiring full equity in the business.  When one looks at the monthly fees of 8-15% for products 

required to be purchased by licensees of a Starbucks compared to the monthly royalty fees of 8-

13% for a McDonaldôs, franchisees and licensees are very similar with the exception of advertising 

fees.  Licensing and Franchising models both involve food and labor costs which are large factors 

on bottom line profit. 

 

In summary franchising and licensing can both be very effective business models.  Whether one 

wishes to obtain equity in the business while paying down a mortgage is a significant factor to be 

considered.   The license and franchise models both offer opportunities to make significant monthly 

profits based on the age old concept of ñhow well the business is managed and operatedò.  All 

potential franchisees and licensees need to analyze the fees and expenses involved as discussed and 

presented in this paper as well as analyzing the expenses of labor, materials, utilities and the impact 

of a mortgage to determine accurate and reliable actual bottom-line profits.  Only through careful 

analysis of expenses and fees can one determine the best option available to them when comparing 

a franchised to a licensed business. 
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ABSTRACT 

Selecting freight carrier is one of the most important activities in supply chain management 

since transportation significantly affect cost, efficiency, ability to deliver the product to 

customer on time, and customer satisfaction.  As a result, shippers are focusing on 

developing framework and selection criteria to ensure that they select the right carrier.  For 

freight carrier, it is also important to understand how its customers (shippers) select carrier.  

By identifying selection criteria, freight carrier will be able to focus its resources and efforts 

to improve the areas that are more important for customer.  Japanese automotive company 

in Thailand is one of the most important groups of customer for ocean freight carrier due 

to high shipment volumes both in importing parts to assemble and exporting vehicles to 

other countries.  Therefore, the objective of this paper is to identify criteria that Japanese 

automotive companies use in order to choose ocean freight carrier.  Five selection criteria 

are identified which include reliability of service, quality of service, cost, after-sale service, 

and perceived capability.  The result shows that after-sale service is the most influential 

factor affecting the ocean carrier, followed by reliability of service.  These findings are 

beneficial for ocean freight carrier in order to develop strategy to attract and retain its 

customers.  Focusing solely on service price (cost) is no longer sufficient in today 

competition; carrier should place more attention to train its people and focus on customer-

oriented strategy. 
 

INTRODUCTION  

Since 2008, Thailand export value has been decreased in terms of both value and growth 

rate due to global financial crisis together with appreciate value of Thai Baht against U.S 

dollar in 2013.  The growth rate was at negative 3.72 percent in the second quarter of 2013, 

and the value of exporting was at 3.34 billion Baht compared to 3.46 billion in 2012.  The 

decline in exporting undoubtedly affects demand for freight transportation especially sea 

transportation since demand for transportation is a derived demand.  Furthermore, with the 

advancement in ship technology, vessel size has been increasing in order to achieve 

economy of scale.  Unfortunately, this also contributes to the situation that the supply side 

of transportation (carrier capacity) starts to be higher than the demand from shipper.  Thus, 

competition among ocean freight carriers has been more intense.  Fierce competition leads 

to stronger bargaining power from shippers.  Ocean freight carrier has to rely more on 

aggressive pricing policies in order to maintain market share and sale volume in order to 

secure a stable revenue stream.  For instance, liner freight charge of 40 foot dry container 

from Thailand to Europe in the second quarter of 2013 compared to same period in 2012, 

dramatically declined by approximately 30%.  In order to avoid price war, it is important 

for carriers to understand how shippers (customers) select carrier.  By identifying selection 
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criteria, freight carrier will be able to focus its resources and efforts to improve the areas 

that are more important for customer.  The ocean freight carrier that can offer reasonable 

price and be able to satisfy other selection factors such as service quality can easily gain 

long-term shipper satisfaction and customer loyalty, and be able to maintain revenue and 

survive in todayôs competition. 

According to the Department of International Trade Promotion, Thailandôs top three 

export commodities in 2013 are electronic parts, electronic goods, and automotive parts 

and CKD (completely knocked-down).  Automotive parts and CKD has the largest growth 

rate of 29.92% and 15.44% in 2012 and 2013 respectively while electronic parts, which 

has the highest exporting value, declined 3.15% in 2013.  One can see that automotive 

industry is likely to be an important group of customer for ocean freight carrier because of 

the volume and a potential to grow.  To further understand automotive industry in Thailand, 

the authors analyzed the players in the market and found that Japanese automobile 

companies are the dominant players.  According to Thai Automotive industry Association 

and the federation of Thai Industries, there are 16 Japanese automobile companies in 

Thailand.  The top five Japanese automobile companies including Toyota, Mitsubishi, 

Nissan, Isuzu, and Honda account for more than 85% of the total vehicle export volume, 

which is approximately at 3.2 million units in 2013. 

Thus, the objective of this study is to develop insight and identify factors that Japanese 

automotive companies consider in selecting ocean freight carrier.  The rest of this paper 

begins with the methodology of this study.  Literature review on freight carrier selection 

criteria is then discussed.  After that, the paper describes survey method and the survey 

results.  Lastly, conclusion and the discussion are provided in the last section.     

     

METHODOLOGY OF THE STUDY  

There are several steps to perform in order to achieve the objective of this study 

including: 
1. Review of related journals and theories to identify related freight carrier selection criteria. 

(Secondary data) 

2. Survey by using questionnaire to identify freight carrier selection criteria used in Japanese 

automotive companies and the importance level of each criterion (Primary data) 

3. Analyze data using statistical method and provide recommendation on the factors that freight 

carrier should focus in order to attract new customers and retain current customers 

 

LITERATURE REVIEW  

Transportation plays such a crucial role in bridging global consumer demand and manufacturing 

supply.  Approximately 80% of global trade by volume, which accounts for over 70% of global 

trade by value, is carried by Ocean transportation (UNCTAD, 2012).  The ability to satisfy 

customer in term of delivery performance is partly due to the ocean freight carrier that a company 

choose to use.  As a result, it is important to understand how company chooses a carrier.  The 

importance of carrier selection and the criteria used in freight transport decision has been studied 

since the 1960s. 

Cook (1967) found that the companies emphasize on cost, reliability, and service as main 

requirement in transportation.  McGinnis (1980) examined the importance of the factors and found 

that speed and reliability are the most important factors, followed by freight rate and loss/damage 

rate. These two studies stated that freight rate was considered as the main requirement on transport 

selection.  On the other hand, various studies mentioned non-price factors were considered more 
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important than price factor.  Burdg and Daley (1985) surveyed industrial shippers/users of the U.S. 

inland waterway system and found that the important factors in selecting a transportation method 

are ability to satisfy customerôs requirements, dependable transit time, low freight charges, and 

allowance for large shipments.  Martin et al. (1988) identified the five most important attributions 

of buyers in selecting a transportation method which are ability to satisfy customer requirements, 

dependable transit time, service consistency, low freight charges, and equipment availability.  

Nevertheless, most studies during 1960-1980, tends to indicate that price factor is the most 

important factor affecting choice of transport selection.  On the other hand, the studies conducted 

during 1985-1990, has shown different indications in terms of choice of transport selection where 

non-price factor were considered more important than price factor. 

For more recent studies, the more influential factors start to shift to non-price factors.  Whyte 

(1993) found that the top 5 most important determinants of hauler selection by Scottish Production 

Industries are ability to provide a good service, Reputation for integrity, Flexibility to future 

requirements, price and the likelihood of establishing a long-term relationship. The price factor and 

the flexibility to future requirement were at same ranking (3rd rank), while ability to provide good 

service was the 1st rank. The researcher also pointed out the most important element of service was 

flexibility especially the ability to meet requirements at short notice.  Matear and Gray (1993) 

examined whether shippers and freight forwarders employ different criteria in selecting freight 

transport services.  The study was based on the Irish Sea market for freight transport services.  

Result of the study suggested the three most important factors for shippers were fast response to 

problems, avoidance of loss or damage, and on-time collection and delivery.  On the other hand, 

the top 3 attributes freight forwarders used in transport service selection were punctuality of sea 

service, availability of freight space, and high frequency of sea service.  Kent and Parker (1999) 

conducted research among U.S. export and import shippers and found that the top five most 

important factors for export shippers were equipment availability, service frequency, reliability, 

financial stability and service changes, whereas the top five most important factors for import 

shipper were reliability, equipment availability, service frequency, rate changes and rate/ 

expediting.  Larson and GammelGaard (2001) found that the five most important selection factors 

were pick-up/delivery reliability, lead time performance, rates/price levels, geographic coverage, 

and quality of personnel.  Göl, and Çatay (2007) showed that some shippers adopt the analytic 

hierarchy process (AHP) to support their carrier selection process.  A total of 27 selection criteria 

are identified which can be grouped into 5 groups as followed. 

1. General company consideration factor including price, financial considerations, industry 

experience, location, asset ownership, international scope, growth forecasts and yearly 

efficiency 

2. Capabilities factor including optimization capabilities, IT systems, customer service, supply 

chain vision, creative management and responsiveness. 

3. Quality factor including service quality and performance, continuous improvement, and KPI 

measurement and reporting. 

4. Client relationship factor including availability of top management, cultural fit, service 

cancellation, and general reputation. 

5. Labor relations factor including HR policies, and availability of qualified talent.    

Mohammaditabar and Teimoury (2008) studied various criteria used in different industries and 

from multiple viewpoints and found that there are 28 selection criteria which were grouped into 5 

different groups. 

1. Insurance of service provision criteria including financial stability, ease of claim settlement, 

building invoice accuracy, freight loss experience, carrier response in emergency situation 

and ability to provide service that not damage goods. 

2. Customer service criteria including reliability of on time pickup and delivery, flexibility in 

scheduling, computer link, quality of drivers and personnel and shipment tracking and 

tracing capabilities. 
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3. Strategic compatibility including Reputation for integrity, likelihood of establishing a long 

term relationship, carrier representative, previous experience and administrative support. 

4. Handling service including equipment, handling expedited shipments, customer clearance 

capabilities, carrier ability to handle special products, Geographic coverage, carrier 

cooperation and cargo capacity limitation. 

5. Cost relevant including cost, flexible rate, billing invoice accuracy, inventory carrying cost 

and inventory cost required to produce the inventory to fill the pipeline. 

Yeung et al. (2011) studied selection criteria by analyzing through the theoretical lens of the 

resource-based view (RBV).  The population of this research is exporting firm in Hong Kong and 

the PDR region. The indicators of resource-based view of 3PL selection were timely response, 

close relationship, delivery reliability, performance accuracy, creative solutions, efficiency 

improvement, package service, automation, customized services, completed arrival, total cost, 

shared schedule, and long relation.  In conclusion, the important carrier selection factors include 

not only price/cost but also non-price factors.  In particular, the more recent studies show an 

increase in the number of selection factors and the emphasis towards non-price factors.  

 

SURVEY METHOD  

Based on the literature review in previous section, twenty four ocean freight carrier 

selection criteria are identified and grouped into 5 categories as followed. 

1. Reliability of service: ocean freight service provider can provide service as promise 

to customer.  The factors in this category are total transit time, transit time reliability, 

frequency and/or consistency of service, schedule flexibility, and carrierôs coverage 

services. 

2. Quality of service: ocean freight service provider can facilitate transportation 

service solution to company.  The factors in this category are quality of sales 

representatives, special equipment, pickup and delivery service, willingness to 

negotiate service change, equipment availability, and convenient pickup and delivery 

time.  

3. Service cost: ocean freight service providerôs charge and other surcharge of using 

service from the service provider.  The factors in this category are transportation rate 

and willingness to negotiate rate change. 

4. After -sale service: ocean freight service provides the treatment of customer after 

sales.  The factors in this category are quality of customer service, 24 hours support 

team, fast response to problems and/or dependability in handling problem, 

availability of shipment information, IT tracking and trace system, accuracy of 

invoice, and claims processing.  

5. Perceived capability: past performance and reputation of ocean freight service 

provider.  The factors in this category are cargo loss and damage rate, carrier 

reputation, and financial stability. 

A questionnaire was developed to examine the importance of the above factors.  Five-point 

Likert scales were employed for this study, 1 refers to the lowest important factor and 5 

refers to the highest important factor. 

The top five Japanese automotive exporting companies in Thailand including Toyota, 

Mitsubishi, Nissan, Isuzu, and Honda were selected as the survey population since their 

combined vehicle export volume accounted for 87% of the total vehicle export from 

Thailand.  Purposive sampling process is obtained in order to select representative of the 

population of interest without sampling random.  The questionnaire is divided into three 
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parts, using various methods of question asking in order to identify demographic, current 

job position and degree of influential factors toward ocean freight provider selection and 

ranking prioritization of factor.  Questionnaire was distributed to 10 logistics employees of 

each selected company through various e-mail communications to both Thai logistics staff 

and oversea logistics staff mainly in Japan, Europe and South Africa.  Moreover, the 

questionnaires are also distributed by hand during many different events with targeted 

companies such as weekly customer visiting event in order to minimize non-responding 

rate.  Fifty questionnaires are completed and returned (100% response rate) for further 

analysis. The overall mean score will be used to rank factors in order from the most 

important to lowest important factor affecting ocean freight carrier selection. 

 

DISSCUSSION OF SURVEY RESULTS 

Out of fifty staffs from five companies surveyed, 56% of the respondents are located in 

Laem Chabang area and 44% are located in other areas such as Bangkok, Tokyo, Osaka, 

United Kingdom and South Africa.  Almost 60 % of the respondents contacted the carrier 

service provider at around 1-3 times per day.  This indicates that they are a heavy user and 

has routine and daily activities to deal with the service provider such as dealing with 

customer service for booking creation, contacting sale representative for price quotation, 

and etc.  Furthermore, more than half of the respondents have export volume of more than 

100 forty-foot container per week.  A majority of the respondents (96%) use Laem Chabang 

port as a port of origin for export.  This shows strong correlation between company location 

and port of loading.  The reason behind this relationship are haulage cost saving, inland 

transportation cost saving, and flexible time of empty container haulage process. 

For comparison among overall five selection criteria, it was found that After-sale service 

factor (µ=4.45, SD = 0.46), reliability of service factor (µ=4.18, SD = 0.47), service cost 

factor (µ=4.11, SD = 0.99), quality of service factor (µ=4.01, SD = 0.81) were determined 

as the most important factors in terms of ocean freight service provider selection. On the 

other hand, perceived capability factor (µ=3.86, SD = 1.09) was determined as the lowest 

important factor.  Ranking of the most influential to the least influential factor on ocean 

freight service provider selection can be ranked in order as followed.  

1. After-sale service factor 

2. Reliability of service factor 

3. Service cost factor 

4. Quality of service factor 

5. Perceived capability factor  

Nevertheless, when analyzing each of the 24 factors individually, it was found that the top 

ten most important factors are: 
1. Reliability of service factor - transit time reliability 

2. After-sale service factor - document completely by carrier 

3. After-sale service factor - quality of customer service 

4. After-sale service factor - fast responds to problems/dependability in handing problem 

5. After-sale service factor - issuing accurate invoice  

6. Quality of service factor - Equipment availability 

7. After-sale service factor - provide information concerned shipment 

8. Quality of service factor - Quality of Sale representative and employees with positive attitude 

9. After Sale service factor - 24 hours support team 

10. Reliability of service factor - Total transit time 



ASBBS eJournal; Vol. 11, No. 1; Summer 2015 

 

94 

 

Although reliability of service factor-transit time reliability is in the top rank, it is 

interesting to note that there are 6 after-sale service factors in the top ten most important 

factors on ocean freight service provider selection. Table 1 shows the important score of 

each factor and the rank of each factor. 

 

Table 1: The rank of freight carrier selection criteria  

 
 

This finding stresses the importance of after-sale service that freight carrier should place 

more attention to. Cost factor-transportation rate is not even in the top ten factors; it is 

ranked at the eleventh place.  This finding agrees with the finding for overall five-factors 

ranking which shows that after-sale service factor had a significant higher average score 

on the ocean freight service selection than the other factors.    

Furthermore, the authors also perform further comparison analysis to determine whether 

the five Japanese automotive companies place the important on each selection criteria 

differently.  It was found that the importance of all five factors is not statistically 

significantly different for Toyota, Mitsubishi, and Isuzu.  However, the importance of five 

factors are statistically significant different at 0.05 level for Nissan and Honda.  

Specifically, Nissan places more emphasis on after-sale service factor, followed by 

reliability of service; while Honda focuses more on service cost factor, followed by after-

sale service.  Table 2 shows the company comparison for the important score of each factor. 

 

 

 

 

 

 

 

Factor Score (5) Rank

Reliability - Transit time reliability 4.78 1

After-Sale Service - Document completely by carriers 4.72 2

After-Sale Service - Quality of customer service 4.72 3

After-Sale Service - Fast responds to problems/dependability in handing problem 4.70 4

After-Sale Service - Issuing accurate invoice 4.64 5

Quality of Service  - Equipment availability 4.60 6

After-Sale Service - Provide information concerned shipment 4.48 7

Quality of Service  - Quality of Sale representative and employees with positive attitude4.48 8

After-Sale Service - 24 hours support team 4.44 9

Reliability of service - Total transit time 4.38 10

Cost - Transportation rate 4.32 11

Perceived Capability - Low frequency of cargo loss or damage 4.08 12

Reliability of service - Frequency and/or consistent of service 4.08 13

Quality of Service  - Convenient pick up and delivery times 4.00 14

After-Sale Service - Claims processing 3.96 15

Quality of Service  - Willingness to negotiate service change 3.96 16

After-Sale Service - IT track and trace system 3.92 17

Reliability of service - Carrier's coverage services 3.90 18

Cost - Willingness to negotiate rate change 3.90 19

Perceived Capability - Financial stability of carrier 3.86 20

Quality of Service  - pick up and delivery service 3.76 21

Reliability of service - Schedule flexibility 3.76 22

Perceived Capability - Established name and reputation 3.64 23

Quality of Service  - Special equipment 3.26 24
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Table 2: Summary of important factor for each company 

 

 
 

CONCLUSION 

The main objective of this study is to explore and identify criteria that Japanese 

automotive companies use in selecting ocean freight carrier and also examine the 

importance of each criterion.  Based on the literature review, it was found that selection 

criteria include both price and non-price factor.  The degree of importance of price factors 

has been decreasing.  The early studies (during 1960-1980) emphasized that price is the 

most important factor; however, the focus was shifted towards non-price factors in more 

recent studies.  For this study, questionnaire was distributed to logistics staff who work in 

Japanese automotive companies in order to identify the criteria that they use in selecting 

ocean carrier and also evaluate the important level of each criteria.  It was found that there 

are five major selection criteria with 24 sub-criteria.  The most important criteria is after-

sale service, followed by reliability of service, service cost, quality of service, and 

perceived capabilities.  Nonetheless, when examining each sub-criterion individually, it 

was found that reliability of service factor-transit time reliability is in the top rank.  It is 

also interesting to note that there are 6 after-sale service factors in the top ten most 

important factors.  Cost factor-transportation rate is not even in the top ten; it was ranked 

11th on ocean freight service provider selection.  This agrees with the recent literature that 

selection criteria started to shift towards non-price factors.  Nonetheless, cost is still 

important but not as much as stated in the past.    

By understanding the selection criteria, ocean freight carrier can appropriately allocate 

and prioritize resources to improve the areas that are more important for the customers 

(shippers).  Customer service employees and sale representatives are very crucial since 

they may be the first and only physical point of contact between the company and its 

customer.  Frontline officers as customer service and sale representative play a dramatically 

important position in customer perception of quality of service delivered.  Therefore, ocean 

freight carrier should focus more on people strategy and customer-oriented management 

strategy in order to better satisfy the customer and win the competition.  

 

 

 

 

Toyota Motor 

(Thailand)

Mitsubishi Motor 

(Thailand)
Nissan Motor (Thailand)

Isuzu Motors 

International 

(Thailand)

Honda Automobile 

(Thailand)

1. After-sale service (4.41) 1. Service cost (4.75)

2. Reliability of service (4.16) 2. After-sale service (4.49)

3. Quality of service (4.10) 3. Reliability of service (4.22)

4. Service cost (4.40) 4. Quality of service (4.03)

5. Perceived capability (4.03) 5. Perceived capability (3.87)

Company

All five factors are 

equally important.

All five factors are 

equally important.

All five factors are 

equally important.
Factor
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IS THE AFFORDABLE CARE ACT HERE TO STAY? THE 

SUPREME COURT WILL DECIDE  

Pirrone, Maria M.  
St. Johnôs University 

 

ABSTRACT: On March 23, 2010,  Congress enacted the Patient Protection and 

Affordable Care Act, Pub L. No. 111-148, 124 Stat. 119 (2010) with the goal of increasing 

the number of Americans covered by health insurance and decreasing the cost of  health 

care. Under the law, most Americans must either obtain ñminimum essentialò health 

insurance coverage or pay a tax penalty. Certain tools are available to facilitate the purchase 

of insurance. More specifically, the law provides for the establishment of ñExchangesò 

through which individuals can purchase health insurance on a competitive basis. Under the 

Affordable Care Act, states have the option to set up insurance exchanges from which 

consumers can purchase health insurance. If a state declines to set up an exchange, 

insurance may be purchased from a federal Exchange. The Affordable Care Act (ACA) 

also authorizes a subsidy in the form of a federal tax credit for many low and middle income 

individuals to offset the cost of insurance provided on the exchange. During the last few 

years a number employers and individuals filed lawsuits contesting the authority of a 

ñFederally ïFacilitated Exchangeò to authorize a purchaser to receive a related subsidy. 

The issue in these disputes is whether the federal government can offer health insurance 

subsidies to individuals in the states that opted not to create insurance exchanges. Recently, 

the Supreme Court granted certiorari to review one of the cases to resolve this important 

controversy.  

INTRODUCTION  

 

The recent economic climate coupled with the significant level of unemployment has 

increased the focus on the inability to pay for rising expenses. One of the more common 

living expenses that is of utmost concern is health insurance. With the rising cost of health 

insurance during the past years, Congress enacted the Patient Protection and Affordable 

Care Act (the ñACAò) in 2010 with the goal of increasing the number of Americans 

covered by health insurance and decreasing the cost of health care. Certain tools are 

available to facilitate the purchase of insurance. More specifically, the law provides for the 

establishment of ñExchangesò through which individuals can purchase health insurance on 

a competitive basis. 

On March 23, 2012, the Internal Revenue Service issued a final rule implementing the 

premium tax credit provision of the ACA. In its final rule, the IRS interpreted the ACA as 

authorizing the agency to grant tax credits to certain individuals who purchase insurance 

on either a state-run health insurance ñExchangeò or a federally-facilitated ñExchange.ò 

An Exchange is a means of organizing the insurance marketplace to help individuals shop 

for insurance coverage and compare the insurance marketplace. 

 During the last few years, different group of employers and individuals commenced four 

different lawsuits around the country contesting the authority of a ñFederally-Facilitated 

Exchangeò under Section 1321 of the Affordable Care Act to receive a related subsidy. 

Two of the cases, Halbig v Sebelius, 758 F.3d 412, and King v. Burwell, 759 F.3d 358, 

have been decided by their respective Circuit Courts of Appeals. The remaining two cases, 

Indiana v IRS and Pruitt v Burwell remain at the District Court level. 
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Todayôs news is full of announcements regarding the Supreme Courtôs recent decision to 

review  a decision of the Fourth Circuit upholding an IRS rule extending tax credits to 

federally established exchanges.  Two years ago, the Supreme Court decided on the 

constitutionality of the landmark legislation that is formally known as the Patient 

Protection and Affordable Care Act more commonly known as Obamacare. Last year, the 

Supreme Court decided the hobby lobby case.  The saga continues. Recently, the Supreme 

Court granted certiorari to review the tax subsidy provision of the Affordable Care Act.  

Although little attention had been paid to the tax subsidy, the implications of the conflicting 

federal decisions can be far reaching.  This paper will discuss an analysis of the conflicting 

Circuit Courtsô decisions as well as the decision of the Supreme Court to grant certiorari. 

Before the specific cases are discussed, a few key statutory sections are worth noting. 

 

OVERVIEW OF THE RELEVANT SECTIONS  

OF THE ACA AND CODE  

 

Section 1311 of the ACA requires that ñeach State shall, not later than January 1, 2014, 

establish an American Health Benefit Exchange (referred to in this title as an óExchangeô).ò 

ACA § 1311(b) (1), codified at 42 U.S.C. § 18031(b) (1).   

Section 1321 of the ACA directs HHS to step in and establish ñsuch Exchangeò in that state 

if a state decides not to establish its own Exchange, or fails to establish an Exchange 

consistent with federal standards.  Only sixteen states and the District of Columbia have 

elected to set up their own Exchanges and thirty-four states rely on federally-facilitated 

Exchanges. The ACA authorizes tax credits for many low and middle-income individuals 

who purchase health insurance through the Exchanges. The Exchanges administer a 

program to provide advance payments of tax credits for eligible individuals; where an 

advance payment is approved, the Exchange arranges for the payment to be made directly 

to the individualôs insurer, lowering the net cost of insurance to the individual.  

Section 1401 of the ACA sets forth how this tax credit is determined.  Section 1401, 

codified at 26 U.S.C. § 36B ï calculates this credit based in part on the premium expenses 

for the health plan ñenrolled in [by the individual] through an Exchange established by the 

State.ò 

Notwithstanding the ACAôs text, The Internal Revenue Service promulgated regulations 

in 2012(ñthe IRS Ruleò) making the premium tax credit available to qualifying individuals 

who purchase health insurance on state-run or federally-facilitated Exchanges. 26 C.F.R. § 

1.36B-1(k). 
Specifically, 26 C.F.R. § 1.36B-2(a) (1) provides that an applicable taxpayer who meets certain 

other criteria is allowed a tax credit if he or she, or a member of his or her family, ñis enrolled in 

one or more qualified health plans through an Exchange.ò 26 C.F.R. § 1.36B-1(k) provides that the 

term Exchange ñhas the same meaning as in 45 C.F.R. Ä 155.20,ò which in turn defines Exchange 

in the following manner:  

 

Exchange means a governmental agency or non-profit entity that meets the applicable 

standards of this part and makes [Qualified Health Plans] available to qualified individuals 

and/or qualified employers. Unless otherwise identified, this term includes an Exchange 

serving the individual market for qualified individuals and a [Small Business Health 

Options Program] serving the small group market for qualified employers, regardless of 

whether the Exchange is established and operated by a State (including a regional 

Exchange or subsidiary Exchange) or by HHS.  
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These regulations (ñthe IRS Ruleò) contradict section 1311 of the statutory text restricting subsidies 

to Exchanges ñestablished by the State.ò   

 

In describing the Rule, the IRS noted that ñcommentators disagreed on whether the 

language in 26 U.S.C. § 36B(b)(2)(A) limits the availability of the premium tax credit only 

to taxpayers who enroll in qualified health plans on State Exchanges.ò  

 
The IRS rejected such a limitation, explaining:  

 

The statutory language of section 36B and other provisions of the Affordable Care Act 

support the interpretation that credits are available to taxpayers who obtain coverage 

through a State Exchange, regional Exchange, subsidiary Exchange, and the Federally-

facilitated Exchange. Moreover, the relevant legislative history does not demonstrate that 

Congress intended to limit the premium tax credit to State Exchanges. Accordingly, the 

final regulations maintain the rule in the proposed regulations because it is consistent with 

the language, purpose, and structure of section 36B and the Affordable Care Act as a whole.  

 

Section 4980 of the ACA provides for an ñemployer mandateò which is synonymous to a 

penalty. This provision may require an ñassessable paymentò or penalty by an ñapplicable 

large employerò if that employer fails to provide affordable health coverage to its full-time 

employees and their dependents.  The availability of the subsidy also triggers the assessable 

payments under the employer mandate.  For employers, the availability of subsidies 

triggers the ñassessable paymentsò used to enforce the Actôs ñemployer mandate.ò  

Section 5000 of the ACA, the Minimum Coverage Provision, which requires most 

individuals either to maintain qualifying coverage or to pay a tax penalty for failure to do 

so. The IRS has also promulgated a regulation ("IRS Rule") that grants premium tax credits 

to individuals in all Exchanges, regardless of whether they are state-run or federally-

facilitated. 
By expanding subsidies to coverage on HHS Exchanges, the IRS Rule triggers ACA mandates and 

penalties for millions of individuals and thousands of employers.   For individuals, eligibility for a 

subsidy triggers the Actôs individual mandate for many that would have been exempt. The tax 

credits thereby reduce the number of individuals exempt from the minimum coverage requirement, 

and in turn increase the number of individuals who must either purchase health insurance coverage 

at a discounted rate or pay a penalty. 

 

KING V. BURWELL AND THE FOURTH CIRCUIT  
 

The facts in King are not overly complex. Plaintiffs are a group of individuals residing in Virginia, 

which has declined to establish its own exchange.  Pursuant to its statutory authority, HHS has 

established an Exchange in Virginia. Under the IRS Rule, tax credits are available to eligible 

individuals purchasing qualified health plans in those states.  

 

The plaintiffs did not want to comply with the individual mandate, and given their low incomes, 

would not be subject to penalties for failing to do so but for the IRS Rule.  The cost of the insurance 

on the federally-facilitated Exchange in Virginia exceeded eight percent of their projected 

household income for 2014, so therefore they would have been eligible for a certified exemption 

from the Minimum Coverage Provision penalty for 2014 without the subsidy. However, the 
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plaintiffs were eligible for a subsidy that brought them within the ambit of the Minimum Coverage 

Provision.  

 

Plaintiffs alleged that a regulation promulgated by the Internal Revenue Service ("IRS"), which 

extends eligibility for premium assistance subsidies under the Patient Protection and Affordable 

Care Act ("ACA") to individuals who purchase health coverage through federally-facilitated 

Exchanges, exceeds the IRS's statutory authority, and is arbitrary and capricious, and is contrary to 

law in violation of the Administrative Procedure Act ("APA"). Plaintiffs argued that, as a result of 

the IRS Rule, they incurred some financial cost because they were forced to buy insurance or pay 

the Minimum Coverage Provision penalty.  

 

Defendants in turn moved the court to dismiss Plaintiffs' Complaint and uphold the relevant 

regulation. The Plaintiffs argued that the statutory language calculating the amount of premium tax 

credits according to the cost of the insurance policy that the taxpayer ñenrolled in through an 

Exchange established by the State under Ä1311òprecluded the IRSôs interpretation that the credits 

are also available on national Exchanges. 26 U.S.C. §36B (b) (2) (A), (c) (2) (A) (i) (emphasis 

added). 

 

The Fourth Circuit applied the familiar two-step analytic framework set forth in Chevron U.S.A, 

Inc. v .Natural Res. Def. Council, Inc., 467 U.S. 837 (1984).  "Chevron deference is a tool of 

statutory construction whereby courts are instructed to defer to the reasonable interpretations of 

expert agencies charged by Congress to fill any gap left, implicitly or explicitly, in the statutes they 

administer." Nat'l Elec. Mfrs. Ass'n v. U.S. Dep't of Energy, 654 F.3d 496,504 (4th Cir. 2011). 

Chevron deference requires a court to undertake a two-part analysis to review an agency's 

regulation.  At the first step, a court must look to the "plain meaning" of the statute and determine 

if the regulation responds to it. Id. at 837, 842-43. If it does, the inquiry need not continue. Under 

Chevron, if a statute is unambiguous regarding the question presented, the statute's plain meaning 

controls. Morgan v. Sebelius, 694 F.3d 535,537 (4th Cir. 2012). 

 

In order to be ambiguous, disputed language must be "reasonably susceptible of different 

interpretations." Nat'l R.R. Passenger Corp. v. Atchison Topeka &Santa Fe Ry. Co., 470 U.S.451.  

However, if the statute is susceptible to multiple interpretations, the court will  move to Chevronôs 

second step and defer to the agencyôs interpretation so long as it is based on a permissible 

construction of the statute.  

 

The plaintiffs asserted that the plain language of both relevant subsections in §36B was 

determinative, the language says what it says, and that clearly mentions state-run exchanges under 

§1311. They argued that Congress meant to include federally ïrun Exchanges, it would have not 

specifically chosen the word ñstateò or referenced Ä1311. Further, the plaintiffs asserted that 

because state and federal exchanges are referred to separately in §1311 and §1321, the omission in 

Code §36B of any reference to Exchanges established under §1321 represents an intentional choice 

to exclude federal Exchanges and include only state Exchanges established under §1311.Although 

the Fourth Circuit thought that the plaintiffôs position was rational the court  acknowledged   that 

when conducting statutory analysis, ña reviewing court should not confine itself to examining a 

particular statutory provision in isolation. Rather, the meaning ï or ambiguity ï of certain words or 

phrases may only become evident when placed in context.ò Natôl Assôn of Home Builders v. 

Defenders of Wildlife, 551 U.S. 644, 666 (2007). With this in mind, the defendantsô primary 

counterargument pointed to ACA §§ 1311 and 1321, which, when read in conjunction with 26 

U.S.C. § 36B, provide an equally plausible understanding of the statute, and one that comports with 

the IRSôs interpretation that credits are available nationwide.  
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The court opined that the defendants have the stronger position, although only slightly. Given that 

Congress defined ñExchangeò as an Exchange established by the state, it makes sense to read Ä 

1321(c)ôs directive that HHS establish ñsuch Exchangeò to mean that the federal government acts 

on behalf of the state when it establishes its own Exchange. However, the court could not ignore 

the common-sense appeal of the plaintiffsô argument. Based solely on the language and context of 

the most relevant statutory provisions, the court could not say that Congressôs intent was clear and 

unambiguous that it ñforecloses any other interpretation.ò  

 

The court next examined two other relevant provisions of the Act to see if they shed any more light 

on Congressôs intent.  First, the defendants argued that reporting provisions in § 36B (f) conflicted 

with the plaintiffsô interpretation and confirmed that the premium tax credits must be available on 

federally-run Exchanges. Section 36B (f) ï titled ñReconciliation of credit and advance creditò ï 

requires the IRS to reduce the amount of a taxpayerôs end-of-year premium tax credit by the amount 

of any advance payment of such credit. There was no dispute that the reporting requirements 

applied regardless of whether an Exchange was established by a state or HHS. 

 

The second source of potentially irreconcilable language concerned the ñqualified individualsò 

provision under ACA § 1312 regarding which individuals may purchase insurance from the 

Exchanges. It provides that only ñqualified individualsò may purchase health plans in the individual 

markets offered through the Exchanges, and explains that a ñqualified individualò is a person who 

ñresides in the State that established the Exchange.ò under ACA § 1312. The defendants argued 

that unless their reading of § 1321 is adopted and understood to mean that the federal government 

stands in the shoes of the state for purposes of establishing an Exchange, there would be no 

ñqualified individualsò existing in the thirty-four states with federally facilitated Exchanges 

because none of those states is a ñState that established the Exchange.ò This interpretation would 

leave the federal Exchanges with no eligible customers, a result Congress could not possibly have 

intended. The plaintiffs acknowledged that this would be untenable. 

 

After the Fourth Circuit considered the partiesô competing arguments on both of the above-

referenced sections, it remain unpersuaded by either side.  The court opined, ñAgain, while we 

think the defendants make the better of the two cases, we are not convinced that either of the 

purported statutory conflicts render Congressôs intent clear. Both parties offer reasonable 

arguments and counterarguments that made discerning Congressôs intent difficult.  

 

After both parties conceded that the legislative history of the Act was somewhat lacking, the 

court acknowledged that the Actôs legislative history was not particularly illuminating on the issue 

of tax credits.  

 

Finding that Congress has not ñdirectly spoken to the precise question at issue,ò the court moved 

to Chevronôs second step and asked whether the ñagencyôs action was based on a permissible 

construction of the statute.ò 29 Id. at 843. The court noted that it will not usurp an agencyôs 

interpretive authority by supplanting its construction with our own, so long as the interpretation is 

not óarbitrary, capricious, or manifestly contrary to the statute. The court opined, ñA construction 

meets this standard if it órepresents a reasonable accommodation of conflicting policies that were 

committed to the agencyôs care by the statute.ôò   The court reasoned, ñWe have been clear that 

ñreview under this standard is highly deferential, with a presumption in favor of finding the agency 

action valid.ò Ohio Vall. Envtôl Coalition v. Aracoma Coal Co., 556 F.3d 177, 192 (4th Cir. 2009).  

 

The court could not discern whether Congress intended one way or another to make the tax credits 

available on HHS facilitated Exchanges. The relevant statutory sections appeared to conflict with 

one another, yielding different possible interpretations.  In light of this uncertainty, the Court 
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applied the principles of deference called for by Chevron which dictates that a court defer to the 

agencyôs choice. The Fourth Circuit reached Chevronôs second step after describing statutory 

language as ósusceptible to more precise definition and open to varying constructions. 

 

The court noted, ñWhat we must decide is whether the statute permits the IRS to decide whether 

the tax credits would be available on federal Exchanges. In answering this question in the 

affirmative we are primarily persuaded by the IRS Ruleôs advancement of the broad policy goals 

of the Act.ò 

 

The Fourth Circuit held, ñIt is thus entirely sensible that the IRS would enact the regulations it did, 

making Chevron deference appropriate. Confronted with the Actôs ambiguity, the IRS crafted a 

rule ensuring the creditsô broad availability and furthering the goals of the law. In the face of this 

permissible construction, we must defer to the IRS Rule.ò 

 

HALBIG AND THE D.C. CIRCUIT  

 

The plaintiffs in Halbig contended that that the IRS Rule violated the plain language of the 

ACA, which provides that an individualôs tax credit is calculated based on the cost of 

insurance purchased on ñan Exchange established by the State.ò Plaintiffs argued that the 

regulations exceed the scope of the agencyôs statutory authority and are ñarbitrary, 

capricious, an abuse of discretion, or otherwise not in accordance with law 
The U.S. District Court for the District of Columbia held on January 15, 2014 that Section 1321 of 

the Affordable Care Act not only allows the federal government to create an Exchange but also 

allows for the tax subsidy. However, that decision was reversed by the D.C. Court of Appeals 

within hours of the King decision in the Fourth Circuit Court of Appeals. The D.C. Circuit ruled 

that a Federal Exchange was plainly not ñestablished by the State,ò and therefore ordered the Rule 

vacated.  

 

The Fourth Circuit and the D.C. Circuit agreed on four major points. The courts agreed that Section 

36B limits subsidies to Exchanges that are established by states, such a reading would not create 

absurd results in the rest of the statute, the legislative history did not refute the plain meaning of 

the law, and Congress had a plausible meaning for the words it used.  

 

However, the D.C. Circuit Court of Appeals refused to proceed to the second step of Chevron 

analysis, and allow the IRS deference. Unlike the King court, the Halbig court did not find 

ambiguity. The court rejected the argument that §1321 of the ACA and use of the word ñsuchò 

created relevant ñequivalenceò between state and federal Exchanges. The Halbig court opined that 

subsidies under Ä36B turn on ñwho establishedò the Exchange and a federal Exchange is not 

ñestablished by the State.ò  

 

CONCLUSION 

 

The Fourth Circuit has ruled in a 3-0 decision that the IRS regulation confirming that tax 

credits and subsidies are available to individuals purchasing health insurance through the 

federal as well as state Exchanges was a ñpermissible exercise of the agencyôs discretion.ò  

The same day that the Fourth Circuit issued its ruling in King, the D.C. Circuit issued a 

contrary ruling in Halbig.  Recently, the Supreme Court granted certiorari to review King.  

Two years after upholding the Affordable Care Act by a single vote, the fate of President 

Obamaôs signature health-care regime is once again in the hands of the U.S. Supreme 
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Court. The results of this appeal could block people in 36 states from getting tax subsidies. 

Two Courts of Appeals are squarely divided over its facial validity. The resulting 

uncertainty over this major plank of ACA implementation means that millions of people 

have no idea if they may rely on the IRSôs promise to subsidize their health coverage. 

Employers in 36 states have no idea if they will be penalized under the ACAôs employer 

mandate, or are effectively exempt from it. Insurers have no idea if their customers will 

pay for health coverage in which they enrolled, or if large numbers will default. 

Additionally, the Treasury has no idea if billions of dollars being spent each month were 

authorized by Congress, or if these expenditures are illegal. Only the Supreme Court can 

definitively resolve the matter.  Time will tell if this matter will prove to be a mere cold 

which will pass with time or a fatal disease which sounds the death knell of Obamacare. 
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ABSTRACT 

 

This study showed that the decades of 1930 and 2000 were the two worst decades since 

1926; while the decades starting in 1950, 1980 and 1990 were the best.  For many readers 

of this paper, we have had the two best decades (1980 and 1990) as well as the worst decade 

(2000) for retirement accounts.   Furthermore, the results also show that for normal 

retirement saving horizons (15 years or more) a saver would have done fine, even with 

these two horrific decades; and there is little merit for shifting all or some of your portfolios 

into T-bills for the last five years of saving.         

  

INTRODUCTION  

 

A USA Today article entitled ñInvestors Look Back on a Decade of Grim Stock Returnsò 

Wagonner (2010) summed up investment returns for the first decade of the 21st centuryð

grim.  My research shows the wealth relative for the Ibbotson Large Company Total 

Returns (LCSTR) was 0.909 for the period 2000-2009.  This was worse than the depression 

decade (1930-1939) with a wealth relative of 0.995.  All other decades for the period of 

this study (1926-2013) had a positive return, wealth-relative greater than one.  These grim 

results were nothing that most investors didnôt already ófeelô.  Certainly, it was cause for 

numerous conversations among faculty at our university, and I am confident in other 

universities as well. Another interesting question for us, with a retirement horizon of 5 to 

10 years, is how this last decade affected retirement accounts and how these returns 

compare with prior decades.  The purpose of this study will attempt to answer this question.    
 

LITERATURE REVIEW, M ETHODOLOGY  AND  DATA  

 

Past studies have looked at this very question. Levy (1978), Reichenstein (1986), and 

Butler (1991), used a single sum, not periodic contributions for various holding periods.  

They concluded that stocks outperform Treasury bills.   Butler & Domian (1992) used 

Ibbotsonôs real returns and sampling with replacement to form returns for various 

retirement holding periods from 1926 to 1990. They conclude that the stock market is the 

better choice for long-term retirement investing.  A clever paper by Hickman, Hunter, 

Byrd, Beck, & Terpening, (2001) uses a sample with replacement technique to examine 

the difference in returns between different retirement asset classes for the period.  Unlike 

Butler and Domianôs work their data isnôt inflation adjusted.  They find huge penalties for 

not being in risky assets (common stocks) for long investment horizons.  They do find 

marginal support for several switching strategies for investors with shorter investment 

horizons.     
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Decade-long wealth relatives (decade-ending price level/decade-beginning price level) 

were calculated for all decades, starting in 1930 (1930-1939) through 2010 (2000-2010), 

and for 1926 to 1929 and 2010-2013.  Wealth relatives for the period 1926-1929, 2010-

2013, and 1926-2013 were also calculated.  The purpose of these calculations was to 

estimate one time, or single sum, investments.    

 

Besides single sum wealth relatives, we calculated wealth relatives for investors who make 

payments into a retirement plan yearly.  Our hypothetical investor is assumed to be a wage 

earner that contributes a fixed proportion of salary, which is indexed for the prior yearôs 

inflation, each year over a retirement saving's period.  The Ibbotson Inflation Index serves 

as the retirement plan contribution inflator. The plan contributions are then invested in an 

equity's market index fund with the Ibbotson Large Company Total Returns (LCSTR) 

serving as the investment proxy.  For a five year savings period the calculation would be: 

$1.00-5(R-5to-4)(R-4to-3)(R-3to-2)(R-2to-1)(R-1to0)  

+$1.00-5(I-5to-4)(R-4to-3)(R-3to-2)(R-2to-1)(R-1to0) 

+$1.00-5(I -5to-4)(I -4to-3)(R-3to-2)(R-2to-1)(R-1to0) 

+$1.00-5(I-5to-4)(I-4to-3)(I-3to-2)(R-2to-1)(R-1to0) 

+$1.00-5(I-5to-4)(I-4to-3)(I-3to-2)(I-2to-1)(R-1to0) 

 

Where R is 1+r, and I is 1+i.  r is the return for the year in question, and i is the inflation 

rate from the prior year.  The subscripts for R and I represent the time period relative to the 

end of the holding period.  The future value óDueô situation is assumedðinvesting starts 

at the beginning of the period, and no cash-flow at the end of the holding period.  One of 

the assumptions that differentiate this project from Butler & Domian (1992) is that the 

inflation adjustment for the invested amount is the prior yearôs inflation.  The reasoning is 

that pay increases are based on a cost of living adjustment using prior yearôs inflation.     

 

If $1.00 is the initial annual contribution, this yearly installment will be indexed up or down 

as price levels change.  The indexed installment will be invested at the then-current equity 

market level, and the resultant portfolio value will subsequently reflect both market 

performance and the saverôs wage level assuming the wages are indexed to inflation (with 

a lag of one year).  Savings and investment periods of 5, 10, 15, 20, 25, 30, 35 and 40 years 

are evaluated for participants who start saving in 1926 and all following years.  $1.00 was 

used so that results will be for every dollar invested.    

 

These results are based on actual, not simulated, returns.  The holding periods are started 

for EVERY year between 1926 through the beginning of 2009. (The beginning of the year, 

2009 is the latest one could start a five period compounding.)  So every holding period 

overlaps the one next to it.  For example, the 1926 forty-year holding period overlaps the 

1927 forty-year holding period by 39 years. Likewise, the 1928 forty-year holding period 

overlaps the 1927 and forty-year holding period by 39 years, etc.  We recognize the fact 

that summary statistics will be biased, but we were interested in how a pensioner would 

have fared investing for retirement, assuming various holding periods and a salary 

contribution adjustment based on inflation.  Thus the results will show this for all various 

holding periods beginning in 1926.    
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The data used are from the 2014 Ibbotson SBBI Classic Yearbook.  The data are yearly 

Large-Company Stocks Total Returns (LCSTR), U.S. Treasury Bills Total Returns 

(TBTR), and Inflation.    

  

There were three investment strategies for each holding period: being in large-company 

stocks, being in T-bills, and being in the large-company stocks with a switch to T-bills for 

the final five-year period before retirement.  The purpose for the switch portfolio is to 

examine if there is merit in shifting from risky to safe assets as one approaches retirement.   

 

RESULTS: 

Table 1a reports annual returns for Large-Company Stocks Total Returns by decade for the 

study period 1926 through 2013.  The first row of data is the wealth relatives for the period 

in question. These statistics show that the first decade of the 21st century was the worst 

decade for investing, even surpassing the decade of the great worldwide depression.  This 

fact will affect the holding period returns for the various retirement-saving horizons 

starting in the 1960s.  There are some other periods throughout the years of this study that 

have negatively affected retirement results.    

 

Table 1 a 

Summary Statistics for yearly returns by decade  

Wealth Relatives are the product of yearly 1+r 

  
2009-
2000 

1999-
1990 

1989-
1980 

1979-
1970 

1969-
1960 

1959-
1950 

WR 0.909 5.328 5.039 1.768 2.121 5.866 
Mean 0.012 0.190 0.182 0.075 0.087 0.208 

Median 0.052 0.220 0.201 0.104 0.118 0.212 
Stdev 0.211 0.142 0.127 0.192 0.144 0.198 
Range 0.657 0.407 0.374 0.637 0.370 0.634 

Min -0.370 -0.031 -0.049 -0.265 -0.101 -0.108 
Max 0.287 0.376 0.325 0.372 0.269 0.526 
Sum 0.121 1.899 1.819 0.752 0.868 2.084 
Count 10 10 10 10 10 10 

% + return 60% 90% 90% 70% 70% 80% 
 

Table 1 a continued 

Summary Statistics for yearly returns by decade  

Wealth Relatives are the product of yearly 1+r 

  
1949-
1940 

1939-
1930 

1929-
1926 

2013-
1926 

2013-
2010 

WR 2.405 0.995 2.018 4676.4 1.804 
Mean 0.103 0.053 0.211 0.118 0.086 
Median 0.123 -0.009 0.246 0.143 0.086 
Stdev 0.165 0.347 0.241 0.202 0.092 
Range 0.480 0.973 0.520 0.973 0.129 
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Min -0.116 -0.433 -0.084 -0.433 0.021 

Max 0.364 0.540 0.436 0.540 0.151 
Sum 1.030 0.534 0.843 10.282 0.172 
Count 10 10 4 87 2 
% + 
return 70% 40% 75% 73% 100% 

*The wealth relative is not a monthly calculation but simply the decade closing price divided by 

the decade opening price.  The data in the rest of the table are summary statistics for monthly 

returns 
. 

Table 2a gives the summary statistics of retirement period wealth-relatives generated by 

increasing each yearôs nominal contribution rate by the Inflation series in Ibbotson (lagged 

one year) and investing in the ómarketô as defined by the Large-Company Stocks Total 

Returns series from Ibbotson.  There are no holding period horizons where you ólose it all.ô  

However, when you get to the 10 year horizons you do have a period where you wind up 

with less than if you had taken your contributions and put them into a safety deposit box, 

this occurred in the holding period starting in 1999.  The same is true for the five-year 

horizons.  The years where this happens are 1927-1930, 1936, 1937, 1970, 1998, and 2004.  

The poor performance in the 1920s through the 1930s was due to inflation and negative 

stock returns.  Deflation occurred from 1926-1928, 1930-1932, and in 1938-1939. The poor 

performance in the decade from 2000-2009 is from the fact that returns were worse than 

for the late 1920s and throughout the 1930s. Inflation (CPI-U from Ibbotson) for the first 

decade of the second millennium was below the long-term average.  Of course, the pay 

reduction was much worse than inflation would indicate during the depression, as well as 

the period after 2008.  

 

Table 2a 

Summary Statistics for various Retirement Saving Period Wealth Relatives from 1926-2013 

These relatives are for lagged inflation and returns on Ibbotson Large Company Total Returns 

 Retirement Savings Periods 

  40 35 30 25 20 15 10 5 

Mean 2681.43 1345.45 677.28 322.46 147.63 62.50 24.60 7.77 
Median 2682.44 1169.77 627.01 316.57 132.45 58.18 22.39 7.70 
Stdev 916.11 520.89 316.02 177.70 73.02 28.79 9.00 2.13 
Range 4282.64 2400.78 1475.88 901.08 275.35 105.65 31.47 9.60 
Min 1265.51 731.32 295.00 1.02 49.01 15.68 9.67 2.33 
Max 5548.15 3132.11 1770.88 902.10 324.36 121.33 41.13 11.93 
Sum 131390 72654 39959 20638 10187 4625 1944 652.82 

Count 49 54 59 64 69 74 79 84 

         

 

Table 2b gives the summary statistics of retirement period wealth-relatives generated by 

increasing each yearôs nominal contribution rate by the Inflation series in Ibbotson (lagged 

one year) and investing in the ómarketô as defined by the T-Bill Total Returns series from 

Ibbotson.  There are no holding period horizons where you ólose it all.ô  However, when 

you get to the 15 year horizons you do wind up with less than if you had taken your 
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contributions and put them into a safety deposit box, this occurred in the holding period 

starting in 1926 and 1927.  For ten-year horizons, this occurs from 1926 through 1931.  For 

the five-year horizon, this occurred in 1928 through 1932.  You do sacrifice the potential 

for much larger gains in your retirement account, and you donôt remove the downside risk, 

in fact, the number of times you wind up with less than if you had done nothing is greater, 

thirteen vs. ten times for Large-Company Stocks Total Returns.    
 

Table 2b 

Summary Statistics for various Retirement Saving Period Wealth Relatives from 1926-2013 

These relatives are for lagged inflation and returns on Ibbotson T-bill Total Returns 

 Retirement Savings Periods 

  40 35 30 25 20 15 10 5 

Mean 465.49 286.89 171.99 100.84 57.50 31.35 15.74 6.21 
Median 519.10 283.71 133.98 73.94 43.09 25.19 14.11 5.93 
Standard Deviation 234.83 162.54 103.72 59.92 30.91 13.78 4.89 1.07 
Range 667.07 458.18 301.93 173.96 99.02 50.34 20.88 5.63 
Minimum 95.64 72.59 53.66 39.61 24.41 14.38 8.96 4.13 
Maximum 762.70 530.77 355.59 213.57 123.43 64.72 29.84 9.76 
Sum 22809 15492 10147 6454 3967 2320 1243 522 

Count 49 54 59 64 69 74 79 84 

 

Table 2c gives the summary statistics of retirement period wealth-relatives generated by 

increasing each yearôs nominal contribution rate by the Inflation series in Ibbotson (lagged 

one year) and investing in the ómarketô as defined by the Large Stock Total Returns series 

from Ibbotson with a switch to T-bill returns in the last five years.  There are no holding 

period horizons where you ólohse it all.ô  However, when you get to the 10 year horizons 

you do wind up with less than if you had taken your contributions and put them into a 

safety deposit box, this occurred in the holding periods starting in 1928 &1929.  The 5 year 

horizon is the same for Table 2b since you are in T-bills, and this occurred in 1928 through 

1932. You do sacrifice the potential for much larger gains in your retirement account, and 

you donôt remove the downside risk.  The number of times that you would have been better 

off doing nothing is nine, ten and thirteen for the Switch portfolio, Large Stock Total 

Returns, and T-bills respectively.    

Table 2c 

Summary Statistics for various Retirement Saving Period Wealth Relatives from 1926-2013 

These relatives are for lagged inflation and returns on Ibbotson Large Stock Total Returns 

with a switch to T-bills for the last five years  

 Retirement Savings Periods 

  40 35 30 25 20 15 10 5* 

Mean 2155.24 1071.52 512.01 232.67 102.41 43.84 17.90 6.21 
Median 2103.29 1005.74 475.71 221.94 99.67 41.08 17.54 5.93 
Standard Deviation 598.76 364.27 207.58 91.46 38.76 14.80 5.18 1.07 
Sample Variance 358512 132694 43089 8365 1502 219 27 1.14 
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Kurtosis 2.24 2.66 2.04 -0.57 -0.73 -0.64 0.60 2.01 

Skewness 0.98 1.34 1.15 0.33 0.10 0.17 0.53 1.17 
Range 3026.10 1861.76 1011.69 370.44 161.36 59.22 24.53 5.63 
Minimum 1003.56 419.06 152.95 65.29 26.25 15.93 7.16 4.13 
Maximum 4029.66 2280.82 1164.64 435.73 187.61 75.15 31.68 9.76 
Sum 105607 57862 30209 14891 7066 3244 1414 522 

Count 49 54 59 64 69 74 79 84 

* Note that the last column is the same as for Table 2b     

Table 3 lists the Coefficients of Variation (CV) for the three portfolio types in this study.  

The Coefficient of Variation is defined as the standard deviation divided by the mean.  

Some interesting results present themselves here.  Using the CV as our measure of risk the 

Inflation/Large Stock Returns portfolio is safer than being in Inflation/T-bills until you get 

to the fifteen or fewer retirement horizons.  The Switch portfolios have a lower CV than 

all the other combinations.  

Table 3 

Coefficient of Variation (Stdev/Mean)  from 1926-2013 

CV T-bills is for the inflation and T-bill portfolios, CV LG STK is for the inflation & Large Stock series 

and CV Switch is for the inflation & Large Stock series with a switch to T-bills for the last five years 

 Retirement Savings Periods 

  40 35 30 25 20 15 10 5 

CV T-bills 0.504 0.567 0.603 0.594 0.538 0.439 0.311 0.172 
CV Lg stk 0.342 0.387 0.467 0.551 0.495 0.461 0.366 0.274 

CV Switch 0.278 0.340 0.405 0.393 0.378 0.338 0.289 0.172 
  

 

The following graphs that are on the left side of the groupings are plots of the Wealth 

Relatives (FVIF).  Each point represents the ending WR for the holding period starting in 

that year.   This illustrates the combined impact of disciplined systematic retirement 

savings with raises (and givebacks) based on the Ibbotson Inflation series and the market 

performance of the Ibbotson Large Stock Total Returns series, the Ibbotson T-Bill Total 

Returns series, and the Large Stock Ibbotson Total Returns series with a switch to T-Bills 

in the remaining five years of the holding period respectively, starting in 1926.  

Unfortunately for most who are reading this paper we didnôt do nearly as well as those who 

started their careers earlier.  One can see that the best time to retire (for all holding periods) 

would have been about the year 2000.  The 1950ôs and the periods during the 

Reagan/Clinton bull market were truly phenomenal.   

 

Furthermore, stochastic dominance tests were done for the four portfolios for all of the 

holding periods.  Each holding period will be discussed.  

40, 35, 30, and 25 Year Holding periods.  It is difficult to see, but the Large Stock with 

inflation portfolio is dominant.  The switch portfolio dominates the T-Bill with inflation 

portfolio.   
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20, and 15 Year Holding periods.  The Large stock with inflation portfolio is no longer 

dominant.  The switch portfolio dominate the T-Bill with inflation portfolio.  The two stock 

portfolios are better than the T-Bill most of the time. 

10 Year Holding period.  Interestingly, the Large Stock again dominate the Switch and T-

Bill portfolios.  

5 Year Holding period.  No portfolio dominates. 

For the following figures, the one on the right is a plot of stochastic dominance.  However, 

the horizontal axis is the cumulative probability while the vertical axis is the wealth relative 

(FVIF).,  
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