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ABSTRACT 
During 2000-2010 cyclical crises, reforms in the banking sector and global expansion of firms 
drastically transformed the US financial-services market. This paper investigates firm-specific, 
industry-specific (microeconomic) and macroeconomic determinants of financial institution 
performance. It reviews the manner in which market structures and firm characteristics affect the 
overall firm performance in terms of profitability by using the industrial organization literature. 
To this end, we construct a panel of year-end, firm-level data for a sample of insured and 
regulated savings and loan associations (S&Ls) in 2000-2010. The study suggests that with the 
exception of leverage, liquidity risk and market share (relative market power), all firm-specific 
determinants have significant associations with bank profitability. Neither market power of 
individual firms nor concentration, however, affects profitability as anticipated by the traditional 
market structure hypotheses. Since some support is found for managerial (X) efficiency (ESH) 
but also credit riskiness of the banking units, public authorities should focus on identification and 
implementation of policies leading to strengthened risk management. Furthermore, prudential 
supervision aimed at balancing market forces and credit riskiness can enhance the soundness and 
stability of institutions in this sector. 
 
INTRODUCTION AND BACKGROUND 
Savings and Loan Associations, also known as S&Ls or thrifts, have been the epicenter of 
cyclical financial crises as well as others caused by inept supervision and flaws in financial 
regulatory policies. For decades, S&Ls served as specialized banks making mortgage loans and 
savings accounts at low-interest and federally insured accounts. In what became known as the 
S&L crisis of the late 1980s, however, hundreds of S&Ls made a stream of bad loans, ending in a 
government takeover and bailout that ultimately cost taxpayers somewhere around $100 billion to 
$500 billion (Curry and Shibut, 2000:26). Since the beginning of the subprime crisis in 2008, a 
large number of S&Ls have also failed, while customer default on mortgages and non-performing 
loans are on the increase to a degree not seen since the early 1990s (US Treasury Department, 
2010). 
 
 
The US financial services industry has undergone a fundamental transformation since the savings 
and loan debacle in the 1980s Deregulatory reform aimed to enhance competition by giving 
greater freedoms to the private sector and encouraging new entrants into the financial services 
market. Firms are generally fewer and bigger today and offer a wide range of goods and services, 
but operate in increasingly concentrated markets. Larger institutions emerged through mergers 
and acquisitions, often motivated by the need to achieve greater efficiency and an insurance 
against risk. As argued elsewhere, this transformation has been the result of product and 
geographic diversification (ie., deregulation; removal of branch restrictions) and advances in 
financial technology, ideally promoting competition and improving the overall productivity and 
efficiency of the market. However, the rising wave of concentration and a decreasing number of 
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S&Ls raise concerns about an increase in market power and its potential affect on consumer 
welfare and competition in the sector. 
 
 
Since the mid-1990s and earlier, a voluminous literature has emerged examining the impact of 
market structures and consolidation on S&Ls and other types of financial service providers (credit 
unions, savings banks, insurance companies, etc). In depth and original analyses of this topic 
included deregulation, re-regulation, S&L insolvency risks, and the impact of change in equity 
ownership composition on efficiency and cost structure of firms (Balderston 1985; Benston, 
1986; Kane, 1989; Barth, 1991; Mester, 1993; Cebenoyan, Cooperman and Register, 1995; Fraser 
and Zardkoohi, 1996; Curry and Shibut, 2000; Frame and Coelli, 2001). One earlier line of 
research—especially those conducted by Berger (1995b) and Berger, Hunter and Timme 
(1993)—developed criteria that distinguished “cost efficiency” from “profit efficiency” and 
classified extensive literature related to market power and efficient structure hypotheses. 
 
 
Although market structure-performance hypotheses are frequently applied to commercial banks, 
there are a limited number of applications to savings and loan associations in the most recent 
period. S&Ls are important in that they might reveal certain structural and performance features 
of non-bank financial institutions. This paper examines a particular class of financial 
institutions—savings and loan associations—in order to analyze the dynamics of profitability, 
with an interest in examining the impact of market structures and the level of efficiency of the 
firms on the overall performance of sample firms. To this end, we use firm-level data for active 
and insured savings associations between December 1, 2000 and December 31, 2010.  
 
 
Using ROA (return on assets) as a proxy for profitability, the study highlights that, with the 
exception of leverage, liquidity risk and market share (relative market power), all firm-specific 
determinants significantly affect profitability. Therefore, we reject the traditional market power 
(SCP, RMPH) hypotheses and conclude that neither market power/ share of individual firms nor 
market concentration have meaningful associations with banks’ profitability. At the same time, 
the SCP hypothesis requires further exploration while the findings regarding size (scale 
efficiency) illustrate the “diseconomies” of scale. Since some support is found for managerial (X) 
efficiency (ESH) but also credit risks of the banking units, public authorities should focus on 
identification and implementation of policies leading to strengthened risk management in this 
sector. 
	  
	  
The rest of the article is organized as follows. Section 2 provides a brief overview of the main 
developments in the Savings and Loan Industry as background to the empirical work. A review of 
the relevant literature on market-structures and performance is presented in Section 3. The 
variables in previous studies are of greater importance to understand the theory behind the market 
structure. Section 4 presents the empirical model along with a description of the data and 
variables used in the study. Section 5 yields the results of the empirical analysis. Section 6 
presents the policy implications of the analysis and discusses what policy option is appropriate to 
the S&L industry.  Section 7 presents the conclusion and draws strategic lessons from this 
analysis for future researchers and practitioners in the field of risk management. 
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MARKET STRUCTURE-PERFORMANCE RELATIONSHIP IN FINANCIAL 
INSITUTIONS  
With the decline of the number of institutions, there are concerns that the individual organizations 
are getting larger and the financial industry is becoming more concentrated. The resulting 
consolidation weakens competition (and thus consumer welfare) by fostering “collusive” 
behavior among firms and encouraging monopolistic price setting. Experts are divided over 
whether such collusion exists, and in cases where they agree that it does, differ over the policy 
interventions necessary to prevent it. The debate is around whether market structures 
(concentration) are directly responsible for explaining firm’s performance or there are other 
factors. The following section from financial performance studies highlight the debate around the 
underlying causes of firm behavior and its relationship to market structures. 
 
 
Previous studies revealed the impact of bank-specific (firm-level), industry-specific and macro-
economic determinants of banking sector performance (Bourke, 1989; Berger et al, 1993; Berger, 
1995a; 1995b; Goldberg and Rai, 1996; Demirguc-Kunt and Huizinga, 2000; Molyneux et al, 
2004). Since the early 1980s, research has helped to interpret different sources of S&L 
performance and efficiency gains or losses, drawing from broader research across the entire 
banking industry. However, the performance of nonbank financial institutions has been studied 
far less frequently than that of commercial banks (Brigham, 1964; Benston, 1972; Verbrugge et 
al., 1976; Geehan and Allen, 1978; Mester, 1993; Bradley, Gabriel and Wohar, 1995; Cebenoyan 
et al., 1995; Kaushik and Lopez, 1996; Jahere, Page and Hudson, 2006). A key ratio put forward 
to proxy the firm performance includes profitability; measured in terms of as return on assets 
(ROA), return on equity (ROE) and net interest margin (NIM). While selecting the proper 
criterion to represent a firm’s performance is difficult, overall determinants of profitability 
include a bank’s management decision and financial objectives, such as bank size, capital 
adequacy, operating expenses, liquidity levels, financial leverage and loan loss provisions 
(Rasiah, 2010:1-2; Athasanoglu et al., 2006:8). 
 
 
Especially within performance studies, there is a growing body of research focusing on market 
structures as the basis for analyzing firm behavior. Led by structural approaches and derived from 
the theory of Industrial Organization, this research focuses on the Structure-Conduct-Performance 
(SCP) and Efficient Structure Hypothesis (ESH) (Seelanatha, 2010:21). As Molyneux et al (2004) 
note, SCP paradigm flows from the oligopolistic theory of banking and “collusive” behavior of 
firms. It argues that market concentration weakens competition by fostering collusion among few 
firms and resulting in above-normal profits. The sources of monopolistic profits lie in non-
competitive behavior including the charging of higher interest on loans, lower rates on deposits 
and higher fees, and so forth. The degree of concentration negatively impacts competition but is 
positively associated with profits—the larger the market concentration, the less the degree of 
competition and higher the profits. Therefore, banks in more concentrated markets earn higher 
profits (because of collusive/non-competitive behavior) than banks in more competitive markets. 
The “measures of performance used as indicators of the degree of competition among banks, 
include bank profit rates, interest rates banks charge on loans, interest rates they pay on deposits” 
(Gilbert, 1984:618). For practical purposes, this type of research provides regulators with an 
empirical basis for evaluating the influence of mergers competition (and consumer welfare) and 
suggesting interventions to limit the size of banks (Gilbert, 1984). 
 
 
The SCP hypothesis finds strong confirmation in studies where concentration ratios are 
significant in explaining bank profits, regardless of firm-specific efficiencies (Loyd-Williams et 
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al, 1994:437). For example, Bourke’s (1989) classical study of commercial banking in North 
America, European and Australia shows that market concentration is positively associated with 
banks’ profits. His findings provide some support for the Edwards-Heggestad-Mingo theory of 
risk avoidance that banks in concentrated markets modify their behavior by holding less risky 
assets on their loan books.  Similarly, a study by Loyd-Williams et al (1994) supports the SCP 
hypothesis as an explanation for the “collusive behavior” of Spanish banks and high level of 
concentration in the Spanish banking market over the period 1986-1989. Using survey data from 
1984-88, Ruthenberg (1994) concludes that factors in addition to market structure and 
concentration may affect profitability, such as entry/exit barriers and competitive behavior of 
firms. Yet, as Goldberg and Rai (1996) noted very few studies on market structures included 
direct efficiency measures in their estimations of performance, except for Vennet’s (1993) 
confirming concentration in some EC banking markets-- Belgium, Ireland, Portugal, and Spain. 
 
 
Related theories of market structures are summarized in greater length in the works of Berger 
(1995b) and Golberg and Rai (1996): Relative market power hypothesis (RMPH) and Efficient 
Structure Hypothesis (ESH). RMPH, which is a special case of SCP, uses “market share” as a 
proxy for “market power” and posits that only firms with large market shares can earn “super-
normal profits”. Firms with “well-differentiated products” are able to exercise market power that 
enables them to earn “super-normal profits” on non-competitive price setting (Berger, 1995b: 
404). In RMPH, profits do not need to occur in concentrated markets as market share” becomes a 
source of “market power” rather than concentration (Goldberg and Rai, 1995:749). The positive 
relationship between market share and profitability in Smirlock’s study (1985) rejects the 
collusion (SCP) hypothesis by showing that there is no relationship between concentration and 
profitability. His findings highlight that firm-specific (managerial) efficiencies contribute to 
profitability by the inclusion of a market share variable. On other hand, a similar conclusion in 
Rhoades’ work (1985) indicates that market power in price setting arises from well-differentiated 
product lines rather than efficiency of individual banking units.  
 
 
In contrast to the two market-power theories (SCP and RMPH), Efficient-Structure-Hypothesis 
(ESH) puts “firm-efficiency” at the heart of the performance analysis. It argues that when 
efficient firms behave aggressively it leads to an increase in their size and market share. Such 
efficiencies facilitate higher profits and thus concentration through an increased market share 
(Seelanatha, 2010:21). Larger market share results from the efficient operation of firms, which is 
broken into two components. Under the X-Efficiency (ESX) hypothesis, firm-specific efficiency 
explains both profits and market structures. There is a positive relationship between 
concentration and profits that results from firms with superior management and efficient 
production techniques. Since efficient firms operate at lower costs, they can capture higher 
market shares and thus maximize profits. It is very likely that resulting market share leads to 
higher market concentration. Under the scale efficiency (ESS) hypothesis, on the other hand, it is 
assumed that there are cost advantages associated with greater bank size, which is the driving 
force of profits and market structures. It is argued that firms “operating with optimal economies 
of scale will have the lowest costs and the resulting higher profits will lead to higher market 
concentrations” (Goldberg and Rai, 1996:749). Berger’s (1995a) study of the relationship 
between bank capital and earnings finds evidence in support of the ESH. The ESX hypothesis 
that bank profitability is positively related to X-efficiency holds especially in US banking. 
Efficiency differences among banks result in high levels of concentration, which, in return, makes 
it easier to gain greater than average profits. On the other hand, Papadopoulou’s analysis (2004) 
of European banking performance does not provide any support for the two efficient structure 
hypothesis. ariations in bank profitability is based on bank size as firm-specific variable (ie., “big 
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banks are more X efficient than small banks”). This seems to suggest there are cost advantages 
associated with greater size. 
 
 
Selecting empirical criteria for resolving the conflict between SCP and two versions of Efficient-
Structure hypothesis (ESH) presents challenges. Studies employed different methodologies to test 
the SCP and ESH paradigm but shared similar observations on the relationship between 
concentration and profitability. While these theories are not mutually exclusive, they have 
contrasting implications for anti-trust policy and government regulation of mergers and 
acquisitions.  The SCP hypothesis cautions against mergers and proposes interventions to 
minimize the size of banks and promote de-concentration. By contrast, EFH sees no role for 
government intervention in mergers since it is assumed that efficient banks can “improve their 
markets share by providing more economical banking services in the market”  (Seelanatha, 2010: 
20). Given that more efficient firms are expected to gain a higher share of the market, one way of 
distinguishing between market power and efficient structure theories is to include market shares, 
efficiency and concentration measures (CR, HHI) in the profitability equation. The efficiency 
hypothesis is supported if bank performance (as measured by profitability) depends on market 
share (and other X-efficiency measures) regardless of the degree of concentration in the market 
(Loyd-Williams et al, 1994:437). 
 
 
The remaining empirical research on financial institution performance analyzed Savings and 
Loan association efficiency. Although S&L performance is less studied than commercial banks, 
the test of market structure hypotheses (SCP, RMPH, ESH) is given less attention. Furthermore, 
much of the previous research that examined the S&L performance in the 1970s, 1980s and 1990s 
when financial services markets were very different from today. The poor performance of the 
thrift industry in the early 1990s led researchers to investigate S&L insolvency risk, failure, and 
mergers as well asthe efficiency-ownership relationship and cost structure of the thrift 
industry.    Goldstein et al (1987) used “translog cost function” from all insured S&Ls of different 
sizes in 1978 and 1981 to examine the impact of size on cost structure prior to deregulation.  He 
reported economies of scale (variations in cost elasticity) for all size classes. Applying a 
stochastic cost frontier approach to a sample of 559 S&Ls in Atlanta district, Cebenoyan et al 
(1993) investigated the relationship between firm inefficiency and ownership (organizational) 
form. They reported little variation in the efficiency of stock versus mutual S&Ls. Mester (1993), 
on the other hand, combined stochastic frontier method with multiproduct cost function and found 
increasing returns to scale for mutual S&Ls and constant returns to scale for stock-owned S&Ls. 
While her research did not include “estimates of technical progress” due to use of “single-cross 
section, it indicated that stock-owned S&Ls are on average more efficient than mutual S&Ls 
(Stiroh, 1997:1379). 
 
 
In another study, Fraser and Zardkoohi (1996) tested both the ownership and deregulation 
hypothesis and reported greater risk taking in stockholder owned S&Ls than for mutual 
ownership. Their analysis highlighted the decline in corporate accounting standards, a function of 
organizational deregulation.  In research into the effect of executive pay structure on S&L 
performance using agency theory, Hermalin and Wallace (2001) reported a positive pay-
performance relationship in S&Ls not anticipated by previous research. The primary focus is the 
“inter-firm heterogeneity” in compensation packages of firms,  “firm size” (scale economies), 
“managerial ability” and firm information about “managerial performance”.  
 
 



Proceedings	  of	  ASBBS	   	   	   	   	   	   	   Volume	  19	  Number	  1	  
	  

ASBBS	  Annual	  Conference:	  Las	  Vegas	   	   	   	   	   February	  2012	  
	  

252	  

Most of the studies do not inclusively measure performance in a multi-product industry.  This 
stems from the diversity of output and individual characteristics of banking units. Therefore 
significant relationships may appear because of the researchers’ use of aggregate data, which may 
downplay cross-sectional differences. In addition, focusing on market structures alone downplays 
firm-specific differences and non-structural factors such as regulations (entry/exit barriers), which 
may have a significant impact on market behavior.  The S&L industry is rapidly changing and is 
much different in 2011 than in 1990s.   Although there is no conclusive evidence on the impact of 
market competition and consolidation on the efficiency and stability of institutions, it is 
worthwhile looking how banks, albeit limited sample such as this, respond to market forces. The 
remainder of this paper looks at how market structures and other variables contribute to the 
performance of S&Ls in our sample for the period 2000-2010. The methodology used in this 
analysis incorporates some of the recent developments in econometrics, namely panel unit root 
and correlated-random effect tests, which may uncover the nature and performance of the thrift 
institutions in this sample. 
 
 
METHODOLOGY AND SAMPLE DATA 
In our empirical study, we use panel data that combines time-series data and cross-sectional data, 
particularly annual data. We have collected balance sheet data from federal savings and loan 
associations for the 10-year period 2000-2010. The firm-level data, including the number of 
banking firms and all proxies, come from the Federal Deposit Insurance Corporation (FDIC) 
database. We use a sample of up to 25 active institutions and focus on the most recent period 
between December 1, 2000 and December 31, 2010. This sample includes charter type as insured 
savings institutions and bank charter class as regulated savings associations (SA) holding 
approximately sixty percent of total industry assets. Sample firms include those ranked by total 
assets and specialized in commercial lending, consumer lending (credit card especially) and 
mortgage lending that have provided information to the FDIC during the period under study (for 
example, financial statements or balance sheet reports were missing for some banks). In the 
interest of representing a diverse sample, the total assets of institutions are selected from a variety 
of asset sizes: $3-4 billion, $5-6 billion, $8-10 billion to $11-16 billion, $23-27 billion, $39-50 
billion and, $60-91 billion. Time-series for financial structure and macroeconomic variables are 
obtained from World Development Indicators & Global Development Finance of the World Bank 
database. While the total number of bank-level observations is 300, there are missing values for 
certain variables, such as credit risk, liquidity risk, and provision for loan losses. Thus we will use 
in our empirical work unbalanced panel data.  
 
 
The empirical test is concerned with the determinants of S&L association performance measured 
by profitability (ROA)—ratio of net income to total assets. The independent variables include 
bank-specific, market structure (industry-related), financial structure and macroeconomic 
variables. The proxies for bank profitability are similar to those used in previous studies (Bourke, 
1989; Goldberg and Rai, 1996; Demirguc-Kunt, 2000; Pervan et al, 2009). ROA measures the 
profitability of a company relative to its total assets—the sum of total assets including cash, loan, 
securities, bank premises and other assets and excluding off-balance sheet accounts. Although 
ROA can be biased because it excludes off-balance sheet activities, it is the widely used 
performance measure. Entering the regression analysis as a dependent variable, it reflects how 
efficiently bank management uses its real investments (assets) to generate higher profits.  
 
 
On the other hand, we use efficiency, market share, leverage, credit risk, liquidity risk, logarithm 
of total assets (bank size) and non-interest income to earning assets as firm-specific proxies for 
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performance. Earlier researchers like Lloyd-Williams et al (1994) used market share as a proxy 
for profitability and efficiency level of firms. Following Lloyd-Williams et al (1994), Gilbert’s 
review (1984) and Pervan et al (2009), we use HHI index and market growth as a measure of 
market structure. This study uses HHI as proxy for concentration because it considers the market 
share of all banks in the sample, as opposed to CR4, which gives more preference to top 4 banks’ 
market share.  Following Demirguc-Kunt and Huizinga (2000; 1998), macroeconomic and 
financial market variables are intended to control for external (cyclical) factors that might impact 
bank profitability. Instead of real GDP as a proxy for performance, we used GDP per capita 
income, which is a better measure of total demand for banking businesses, for example the 
extension of loans of growing banking activities, supply of funds such as deposits from 
customers.  
 
 

 
 
 
Above is a list of the cateris paribus variables accompanied by a brief description of their 
relationship to bank performance and null hypotheses for their inclusion in the model. A linear 
equation relating the performance measure to a vector of indicators is displayed in the next 
section. The performance function is displayed as follows, where  represents 
performance measure (ROA) for the firm i during the period t;  are bank specific variables for 
bank i at time t;  are macroeconomic variables,  are industry-related variables, and 

! 

FSt  are 
financial structure variables.  
 
 
ECONOMETRIC SPECIFICATION 
In this paper, we employ a multivariate regression analysis to examine the relationship between 
S&L performance and the firm-specific, industry-specific and macroeconomic determinants 
described above. A panel data analysis is employed to evaluate the impact of specified ratios on 
financial institution performance. The dependent variable of performance represents profitability 
measured by return on assets (ROA). Within a panel data setting, 12 variables (financial ratios) 
are observed among organizations of different sizes over the period 2000-2010. Our data have 
temporal and cross-sectional reference, i, in this case, is the profitability of bank i at time t, with 
i=,….., N ; t=1,……,T; c is a constant term, the X are explanatory variables grouped into bank-
specific, industry-related (microeconomic), financial structure and macroeconomic determinants, 
j, l, m, n, respectively;  captures the random error or disturbance in time denoted by white noise 
(residual), with capturing the unobserved individual (bank-specific or “entity fixed effect”) 
and the remainder of the disturbance or error term.  is an unobserved variable that varies 
from one bank to the other but is constant over time. We want to estimate profitability, the effect 
on Y of X holding constant unobserved bank characteristics .  In the fixed-effect model, this 
can be interpreted as having n intercepts one for each entity with the constant slope for all 
entities:  (Stock and Watson, 2011:354). A linear regression model of the 
following form is designed to test the relationship between profitability and the above variables. 
In addition, the profit equation as displayed below is aimed at testing the SCP and ESH 
hypotheses.   
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TESTING PROCEDURE 
In particular, this research applies a panel data analysis with both the Panel Least Squares (PLS) 
method of fixed effects (FE) and Panel Estimated Generalized Least Square (PEGLS) method of 
random effects. Panel data analysis is a type of longitudinal analysis that allows for both the 
cross-sectional and time series effects (Baltagi, 2001). Given its inclusion of unit-level data, 
however, this analysis highlights individual firms through the heterogeneity in units of 
observation. In the pooled regression model, also known as constant coefficient model, it 
assumed that all firms have the same characteristics. In other words, both intercepts and slopes 
have constant coefficients—meaning that there are no individual-specific (unique characteristics 
of units) and time-variant effects. Therefore, this type of panel analysis excludes the possibility of 
any form of heterogeneity, which is, in reality difficult to identify. In order to account for 
differences between units of observation, this study incorporates the fixed and random effects 
model. Fixed effects regression (FE), also known as “covariance model” or “within estimator”, 
“is a method for controlling for omitted variables in panel data when the omitted variables vary 
across entities (states) but do not change over time” (Stock and Watson, 2011:354) While the 
intercept is cross-section specific and differs from bank to bank in FE, those characteristics are 
unique to banks and do not vary across time (constant slope). In the random effects model, on the 
other hand, intercept is a random outcome variable; the variation across entities (cross-sectional 
error term or unobserved individual heterogeneity) is assumed to be random and must be 
uncorrelated with the predictor or independent variables (Yaffe, 2006). If we assume fixed 
effects, we impose time independent, in other words, invariant errors for each firm, which are 
correlated with the explanatory variables. If we use random effects, however, we assume no fixed 
or individual effects. The advantage of using RE is the generalization of inferences beyond the 
limited sample used in the model. Following a procedure in the literature, this study uses the 
Hausman test to determine which effect to use. 
 
 
Table 1: Hausman Test Results 

 Chi-Sq. Statistic 
Cross Section Random (Regression 3) 10.273 (0.506) 
Cross Section Random (Regression 2) 10.509 (0.310) 
Cross Section Random (Regression 1) 10.219 (0.176) 
Hausman indicates the Hausman (1978) specification test for correlated random effects. This test 
examines the null hypothesis of no misspecification against the alternative of specification at 5% critical 
value. The figures in parenthesis are the p-values. 

 
Secondly, a common unit root test is applied using a procedure proposed by Breitung (2000) and 
Breitung and Paseran (2008). In regression analysis, variables with unit root exhibit trending or 
non-stationary behavior leading to spurious relationships between the predictor and outcome 
variables. When data is observed over a defined time frame, autocorrelation may occur where the 
preceding and successive values of time-series are highly correlated and display trending 
behavior (Cromwell, Labys & Terraza, 1994:23). Conventional econometric methodologies, 
however, assume that time-series values are stationary while they are, in real world, can be non-
stationary. Therefore, it is important to check whether the variables included in our models 
contain a unit root. While several panel unit root tests are available—for example, Im Pesaran and 
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Shin (2003)—this study uses the test developed by Breitung (2000) and Breitung and Paseran 
(2008). The Breitung test assumes that there is a common unit root process, , where the 
lag orders for the difference terms ( ) are identical across sections. This assumes a null 
hypothesis of unit root for the common process,  , tested against the alternative 
hypothesis of no unit root, . A unit root test renders the data stationary by including the 
lagged values of a time-series and applying first or second difference operator to each data series.  
 
Table 2: Breitung Panel Unit Root Test Results  

Variables Level Variables First Difference Second Difference 
ROA -0.025(0.510) D((ROA)) 0.626 (0.734) -2.031**(0.021) 
EFF 1.324 (0.900) D((EFF)) -0.340 (0.366) -4.817*** (0.000) 
LEV 3.072 (0.998) D (LEV) -2.279** (0.011)  
CRIS (ADF 
Fisher) -1.123 (0.130) D (CRIS) -1.587* (0.056)  

LIQ 0.651 (0.742) D(LIQ) -3.872*** (0.000)  
TA 5.170 (1.000) D((TA)) 1.098 (0.863) -1.750** (0.040) 
NONIXEA 3.123 (0.999) D((NONIXEA)) -1.066 (0.143) -1.865**(0.031) 
MS 3.543 (0.999) D((MS)) -0.687 (0.245) -2.364*** (0.009) 
HHI -13.134 (0.000)    
MG 13.512*** (1.000) D(MG) -4.453*** (0.000)  
MCAPGDP -7.109*** (0.000)    
GDPERC -5.912*** (0.0000)    
Breitung indicates the Breitung and Paseran (2008) Breitung t-test for panel unit root tests. This test 
examines the null hypothesis of unit root (non-stationary) at 5% critical value using the Schwarz criterion 
for the lag differences and including in test equation individual intercept and trend. The figures in 
parenthesis are the p-values, ***Significant at 1% or 0.01 level; ** Significant at 5% or 0.05 level; 
*Significant at 10% or 0.1 level. CRIS passes the ADF Fisher Unit Root test in first difference.  

 
Following a procedure advanced by Breitung and Paseran (2008), we de-trend the data with a 
proper statistical technique. The Breitung method tests the existence of a common unit root in a 
time-series, panel data, before undertaking any estimation. This test confirmed that first and 
second levels were required for some variables in order to induce stationary. In a series of unit 
root tests, the coefficients did not show the expected sign in the level. Accordingly, it was proven 
that our data were non-stationary and required transformation. The re-estimated variables are 
presented in Table 2, where D (X) stands for the first difference operator and D ((X)) for the 
second difference operator. 
 
 
Table 1 and Table 2 show Hausman misspecification and Breitung common unit root test results. 
By and large, the Breitung test indicates that all the variables in the model are integrated of order 
one and thus rendered stationary. We have run the Hausman (1978) test to determine whether our 
models are appropriate for panel data analysis and they are free of misspecification. The null 
hypothesis of no misspecification is tested against the alternative of misspecification. The results 
indicate no evidence to reject the null hypothesis (that there is no correlation between unobserved 
random error and independent variables). In other words, with the test probability (p value) 
greater than the critical value of 0.05 in all three equations (0.17, 0.31, 0.50), it is appropriate to 
use the random effect model instead of the fixed effect model.  
 
 
INFERENTIAL STATISTICS OF TEST DATA 
This section presents the empirical analysis. First, it reviews the inferential statistics of variables 
used in the analysis.  Next it evaluates the statistics in order to reject or accept the validity of 
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market structure hypotheses (SCP, RMPH, ESH) discussed in the previous section. The main 
research question raised in this paper is whether market structures (resulting from market 
concentration), banks’ relative market share and bank-specific characteristics are important in 
explaining firm performance. All ROA based regressions have given consistent evidence for the 
impact of market structure on the firms’ performance. The estimated coefficients for market share 
and concentration in the third regression are not statistically different from zero. Our empirical 
results seem to suggest that firm-specific variables have a significant influence on overall 
performance in this sample of S&Ls. Therefore, we reject the two market power hypotheses 
(SCP, RMPH) hypotheses and conclude that neither market power/ share of individual firms nor 
market concentration have meaningful associations with profitability.  
 
 
Table 3 summarizes the results of the Panel EGLS (Panel Estimated Generalized Least Square), 
which were based on 227, 205 and 205 bank-year observations. We have run three regressions in 
order to control the effects of profitability components and see the impact of controlling on ROA. 
Regression 3 includes all the variables for the final estimation. In the random effect (RE) model, 
there is a low level of negative serial correlation (autocorrelation) with Durbin-Watson statistic of 
2.26. The regression model, however, is significant at p value based on Probability (F Statistic). 
Overall, Probability (F Statistic) measures the significance of the relationship between the control 
variables and dependent variable. Based on R (0.39) and Adjusted R-Squared (0.35) values, the 
right hand side variables explain the dependent variable by almost 39% and the F statistic 
supports the regression. Probability (F-Statistic) suggests that our regression model is significant 
at a level lower than 5% (critical value), so we can be reasonably confident that the good fit of the 
equation is not due to chance. 
 
 
Table 3: Estimated Regression Coefficients 

Independent Variables Profitability 
Efficiency -0.014*** (-6.174) -0.013*** (-4.481) -0.012383*** (-4.171) 
Leverage (Bank Risk) 0.000*** (0.042) 0.004 (0.218) 0.006048 (0.291) 
Credit Risk -0.347 (-8.212) -0.324*** (-7.434) -0.330720*** (-7.094) 
Liquidity Risk -0.008 (-0.725) -0.011 (-0.858) -0.007525 (-0.578) 
Bank Size -0.000** (-2.194) -0.000* (-1.788) -0.000 (-1.694) 
Overhead Expenses -0.147** (-2.518) -0.137** (-2.155) -0.141644** (-2.210) 
Market Power -0.026 (-0.372) -0.044 (-0.549) -0.039806 (-0.493) 
Concentration ratio  -0.157* (-1.858) 0.117652 (0.637) 
Market Growth  0.002882 (0.235) 0.006111 (0.479) 
Stock Market Development   -0.002304 (-0.702) 
Economic Growth   -0.000 (-1.477) 
Intercept  0.000 0.014 0.063 
Observations  227 205 205 
R-Squared 0.411 0.376 0.386 
S.E. of regression  0.008 0.008 0.008 
F. Statistic 21.905 13.096 11.072 

P (F. Statistic) 0.000 0.000 0.000 

***Significant at 1% level or 0.01; ** Significant at 5% level or 0.05; *Significant at 10% level or 0.1. 
The figures in parenthesis are values of t-statistics.  
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The third regression provides statistical evidence that the main sources of bank performance are 
efficiency, credit risk, firm size and overhead expenses (as a cost-saving variable). Furthermore, 
size variable has shown a statistically significant but weak negative relationship with the 
performance (p value of 0.09). This invalidates the scale efficiency version of ESH, which says 
that firms in “optimum scale” that profitable banks produce goods and services at relatively lower 
cost. Diseconomies of scale can be the most convincing explanation for such a finding suggesting 
that larger firms are not necessarily more profitable. Overall, the scale inefficiency indicates that 
S&Ls are producing goods and services at increased per-unit costs, which negatively impacts 
their profitability. This is consistent with negative and significant coefficient sign of overhead 
expenses (NONIXEA). As seen in Table 4, higher ratio of noninterest expense to earning assets is 
associated with less profitability. Likewise, profits decline with a greater proportion of efficiency 
ratio (operating costs/total assets), supporting the ESH that profitable banks enjoy cost saving 
advantages from firm-specific/managerial efficiencies.  
 
 
In traditional market structure theories, the role of credit risk (CRIS) is generally secondary. 
However, estimated parameters for all equations suggest a relationship between credit risk and 
bank performance. The regression results point to a statistically significant and negative 
relationship between CRIS and ROA. They show that riskier banks can gain lower ROA, 
supporting the conclusion that risk as measured by loan quality (loan loss provisions/total assets) 
has a meaningful impact on firm performance. Unexpectedly, leverage (LEV) and liquidity risk 
(LIQ) has no impact on profitability in any of the regressions. 
 
 
The last bank specific variable, market share (MS), for which we have expected a positive and 
significant impact on profitability, has an insignificant coefficient in all regressions and fails to 
support the Relative Market Power Hypothesis (RMPH) as an explanation for market structure-
performance relationship. Given that market power (MS) is insignificant in all regressions, it also 
fails to support the EFH that higher profit is the result of higher market share related to firm-
specific efficiencies rather than concentration. On the other hand, efficiency influences overall 
performance regardless of market share, lending partial support to the ESH. 
 
 
The coefficient of HHI seems to be mixed with the results of final regression. When 
macroeconomic and financial structure variables are included, market concentration (HHI) is 
insignificant; therefore classical SCP hypothesis is rejected. In other words, bank profitability is 
not the result of higher concentration or collusive power of large banks operating in oligopolistic 
markets. When external variables are controlled, however, HHI is significant at a 10% level but is 
negatively associated with profitability. This result invalidates the SCP hypothesis as an 
explanation of "positive" relationship between market structure and performance. 
 
 
GDP per capita income and market capitalization have been included to the regression model to 
control for the effects of macroeconomic environment. Both variables were not able to provide 
statistical evidence to prove that firm profitability is the result of economic growth or financial 
market development. This is expected given that all banks operate in the same macroeconomic 
environment. By contrast, variations in profitability could be revealed if we were to do a 
comparative analysis of macroeconomic performance. 
 
 
POLICY IMPLICATION OF EMPIRICAL FINDINGS 
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This section discusses the effects of contemporary regulations on S&L performance and market 
structures. Efficiency, credit risk and operating expenses are important factors since they were 
found to be complementary with financial institution performance. While efficiency is important, 
the results confirm that credit riskiness is one the main factors influencing profitability. One 
possible way to maintain S&L safety and soundness is to increase loan loss reserves in interest 
bearing assets, especially high-risk assets like subprime mortgage loans. Keeping reserves higher 
than average can cushion the effect of risky assets on performance. Gaining better risk 
management banks can minimize risky assets and enjoy higher profits under the surveillance of 
prudential regulations. Therefore, the results suggest policy makers to focus on policy reforms, 
such as development of early warning systems, which can enhance the banks’ risk management. 
 
 
SUMMARY AND CONCLUSIONS 
Persistent mortgage defaults and massive loan losses have become a regular feature of the S&L 
industry since the 1980s. This paper has investigated the main structural and performance 
characteristics of a sample of S&L associations over the period 2000-2010. In particular, it aimed 
to examine the traditional market power hypotheses (SCP, RMPH, ESH) proposed by Berger 
(1995b) and Goldberg and Rai (1995) regarding the market structure-performance relationship in 
financial institutions.  
 
 
Using one performance measure, namely ROA (profitability), the empirical analysis indicated 
that, with the expectation of leverage, liquidity risk and market share, all firm-specific features 
significantly affect profitability. Given the insignificant coefficient of market power and negative 
significant coefficient of HHI (only in second regression), empirical results are not consistent 
with both the RMPH and SCP hypotheses. A key finding is that efficient operation of S&L firms 
are vital for having higher profitability with higher credit risks, which provides partial evidence 
for the ESH. Since important support is found for credit riskiness of efficient banking units, we 
can conclude that any policy promoting risk management and prudential controls can be more 
beneficial to the S&Ls than purely efficiency measures. Another implication is that there is no 
need to encourage mergers and acquisition in the name of efficiency since efficient banks can 
improve their profits on their own (rather than collectively) by offering economical financial 
services. 
 
 
The main limitations of the study are limited sample size and existence of little dispersion in 
cross-sectional variance of firms. This indicates the necessity of expanding the data set or 
variables. In addition, future research can benefit from the correction of endogeneity problem--
“omitted variables” bias, such as legal, political and structural variables that can enhance the 
long-run performance of the S&L industry. Industrial organization theory highlights the 
contribution of market structures to financial institution performance. It has led to useful 
modeling of structural and performance features of banking industry and analysis of market 
power. The contemporary policy can benefit from the IQ literature in order to design long-term 
policies that can enhance the soundness and stability of US financial institutions. 
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